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Abstract

What does it mean for something to be “trustworthy”? 

At the very least, it must be both technically trustworthy - it does what 
it is supposed to do - and ethically trustworthy - it does not violate 
ethical ideals necessary for trust (such as violating rights, deceiving, 
harming, exploiting users, etc.). 

This talk will explore linkages between AI and trust and present some 
ethical tools for thinking about and building trustworthy technology.



Outline

I. Questions about Trust in Technology & AI: Delineations of the 

Solvable

II. Ethical Solutions 

1. The Markkula Center Framework for Ethical Decision Making

2. Model Cards

3. Principles for Transparency

4. Ethics in Technology Practice



I. Ethics Is about Good Judgement

• Everyone should know how to make good decisions

• Tech empowers people to do new things. At the forward edges of 
human action people can act in ways that laws might not cover, but 
ethics does

• Ethics increases overall levels of trust in society by increasing 
trustworthiness



I. Technology and Trust

1) Technological products should be technically trustworthy: 

• They are tools that should do what they are supposed to do

2) Technological products should be ethically trustworthy: 

• They should have the user’s best interests and the common good in mind, not 
exploit, deceive, violate, or otherwise harm people

The above are the minimum! Necessary, but not sufficient, for trust. 
Even if both are the case, technology can still create social distrust 



I. With Tech, There Is a Third Source of 
Distrust…

• Simply adding 1) functional 2) ethical technology does not necessarily 
help to increase social trust 

• As a side effect, it actually may harm social trust. Why?



I. Why Does Tech Harm Social Trust?

More Technology = More Power 

More Power = More Choices

More Choices = More Responsibility

More Responsibility = More Need for Ethics

• We were previously involuntarily constrained by our weakness

• Now we must learn to be voluntarily constrained by our judgment

• In other words, technological power turns socio-technical constants 
into variables (B. Srinivasan)



I. Technological Power and Trust

When a constant becomes a variable it becomes a choice and we 
become responsible for it

• Former constant: no nuclear weapons, no nuclear winter, etc.

• Former constant: no space travel, no space debris, etc.

• Former constant: no anthropogenic climate change, no question of 
climate engineering, etc.

• Former constant: no “intelligent” products like AI, etc.

There are probably some constants that should not be turned into 
variables…



I. How Trust Is Harmed by Technology

• Constants can be trusted – even if not that great (death and taxes…), at 
least people know what to expect: there is certainty

• Variables cannot be trusted – even with great opportunities, the 
uncertainty and risk impede trust 

• Even if you trust the tech product, and trust the person, the situation may be 
untrustworthy, or even the thought of someone else’s situation may inspire 
worry or “concern”

• “I heard this happened to someone… will this happen to me?”



I. How Trust Is Harmed by Technology

• As more choices become available, uncertainty increases, harming 
trust, and when the right choices are not made social trust is harmed 
again, a double harm to trust

• Variables cause WORRY…. and people hate worrying. Worry 
indicates lack of trust

• Yet variables are also opportunities for those of more sanguine 
disposition



I. Technology and Trust

1) Technological products should to be technically trustworthy: they 
should do what they are supposed to do

2) Technological products should be ethically trustworthy: they should 
not exploit, deceive, violate, or otherwise harm people

3) But even if both technically and ethically trustworthy, socially and 
psychologically, technological products may still harm trust simply 
because they create uncertainty and worry



I. Tech and Trust and Science

• Social worry potentially affects everyone subjected to technological 
change and cannot be addressed by any individual user or producer 

• Social worry can only be stopped by freezing the variable back into a 
constant by using ethical norms or law

• When technological power changes “impossible” problems into 
“hard” problems, it changes a constant into a variable. When society 
(whom exactly?) turns the tech back into a constant the “hard” 
problem is thenceforth “easy,” and accepted 



I. So… The Delineation of the Problem

Nobody here is going to solve the social-psychological problem of 
distrust due to technologically-induced worry related to constants 
becoming variables and not turning back into constants fast enough – at 
least not any time soon – though we can all help in this endeavor by 
laying the foundations: technically and ethically trustworthy systems

Technically trustworthy systems that function as expected? That is 
something people here can do

Ethically trustworthy systems that benefit society? That is something 
people here can do



II. Ethical Solutions

You all are the technical experts, not me, so I can do nothing there

But I can share ethical tools for creating ethically better AI systems

1. The Markkula Center Framework for Ethical Decision Making

2. Model Cards

3. Principles for Transparency

4. Ethics in Technology Practice



II.1. The Markkula Framework for Ethical 
Decision Making

A comprehensive approach for making ethical decisions

Extremely general, useable for any case

Not a formula for a simple solution, but a process for

• Managing complexity

• Better understanding ethical problems

• Perceiving better choices

• Making better choices



II.1. The Markkula Framework for Ethical 
Decision Making

1. Recognize the Ethical Issues:  What values and risks are involved? Who 
are the stakeholders?

2. Get the Facts: What do we need to know? Who do we need to hear from?

3. Evaluate Alternative Actions through Multiple Ethical Lenses: What 
values do they prioritize? What harms & benefits will they bring? To 
whom?

4. Make a Decision and Mentally Test It: What’s the ethical call, based on 
what we know? How would it hold up under scrutiny?

5. Act and Reflect on Outcomes: How did it turn out? What did we learn?
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II.1.3. Evaluate Alternative Actions through 
Multiple Ethical Lenses

1. The Utilitarian Approach: Which option will produce the most good and do 
the least harm?

2. The Rights Approach: Which option best respects the rights of all who have a 
stake?

3. The Justice Approach: Which option treats people equally or proportionately?

4. The Common Good Approach: Which option best serves the community as a 
whole, not just some members?

5. The Virtue Approach: Which option leads me towards becoming a better 
person?

6. The Care Approach: Which option is the most caring thing to do?



II.2. Model Cards

From a 2018/19 arXiv paper by Mitchell et al. 
https://arxiv.org/abs/1810.03993 



II.2. Model Cards

• A model card acts something like a “nutrition 
label” for an AI model

• An approach to transparency for answering basic 
questions about a model’s nature, purpose, and 
content

• Both ask for them and create them



II.2. Model Card 
Examples



II.3. ITEC – The Institute 
for Technology, Ethics, 
and Culture

A free resource for operationalizing tech 
ethics in organizations.

• A set of principles

• Stages for operationalizing principles

• A responsible technology management 
system



II.3. ITEC’s Guiding Principles

1. Respect for Human Dignity and Rights
2. Promote Human Well-Being
3. Invest in Humanity
4. Promote Justice, Access, Diversity, Equity, and 

Inclusion
5. Recognize that Earth Is for All Life
6. Maintain Accountability
7. Promote Transparency and Explainability
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II.3. ITEC Transparency Principles (7, A-B)

7. Promote Transparency and Explainability – Accountability relies 
on being able to understand who and what made particular ethically 
significant choices and how and why those choices were made. 
Process… matters, and so the transparency and explainability of those 
processes matter too.   

A. Transparency & trustworthiness – We commit to transparency 
with an aim to be considered a trustworthy enterprise. Trust comes 
from trustworthiness, and trustworthiness comes from a history of 
making the right choices for the right reasons… 

B. Simplicity – products and services should be designed in the 
simplest way possible to reduce complexity…



II.3. ITEC Transparency Principles (C-E)

C. Fact-based decision-making – We commit to using facts. Decision 
making ought to be accountable to facts, not merely opinions or 
ideologies…

D. Openness on process and decision-making – We believe in 
openness in process and decision making. Closedness and secrecy harm 
trust. As much as possible, decision making ought to be open so that 
reasoning is visible and results are interpretable and accountable.   

E. Human oversight – We value human oversight. All machine systems 
ought to have humans overseeing them so that there are people to appeal 
to for explanations, to prevent machine systems from going astray and 
causing harm, and to maintain accountability.  



II.3. ITEC Transparency Principles (F-H)

F. Interpretability – We believe our products/services should be 
interpretable and understandable as well as the decisions from any 
human or machine system.   

G. Reporting Status and Progress – We will report progress against a 
set of goals and identify the audiences they are serving in their decision 
making in a way that stakeholders can easily find and understand.  

H. Feedback channels for explanations – We offer feedback channels 
for input and to provide explanations. 



II.4. Ethics in Technology Practice

• Piloted at Alphabet’s X “moonshot” division

• Materials being implemented and/or customized for several 
major companies, including Google; another for 60,000 
employees

• Integratable into workflows and product design processes







II.4. ETP’s Ethical Toolkit

1. Ethical Risk Sweeping: Ethical risks are choices that may cause significant 
harm to persons or other entities with moral status.

2. Ethical Pre-mortems and Post-mortems: focuses on avoiding systemic ethical 
failures of a project. 

3. Expanding the Ethical Circle: design teams need to invite stakeholder input 
and perspectives beyond their own.

4. Case-based Analysis: Case-based analysis enables ethical knowledge and skill 
transfer across ethical situations. 

5. Remembering the Ethical Benefits of Creative Work: Ethical design and 
engineering is about human flourishing. 

6. Think About the Terrible People: there will always be those who wish to 
abuse that power. 

7. Closing the Loop: Ethical Feedback and Iteration: Ethical design and 
engineering is never a finished task







Resources on the Markkula Center 
website

The Framework for Ethical Decision Making: 

https://www.scu.edu/ethics/ethics-resources/ethical-decision-making/a-

framework-for-ethical-decision-making/

The ITEC Handbook : https://www.scu.edu/institute-for-technology-

ethics-and-culture/itec-handbook/

Ethics in Technology Practice: https://www.scu.edu/ethics-in-

technology-practice/

Ethics in Technology Practice Toolkit: https://www.scu.edu/ethics-in-

technology-practice/ethical-toolkit/

https://www.scu.edu/ethics/ethics-resources/ethical-decision-making/a-framework-for-ethical-decision-making/
https://www.scu.edu/ethics/ethics-resources/ethical-decision-making/a-framework-for-ethical-decision-making/
https://www.scu.edu/institute-for-technology-ethics-and-culture/itec-handbook/
https://www.scu.edu/institute-for-technology-ethics-and-culture/itec-handbook/
https://www.scu.edu/ethics-in-technology-practice/
https://www.scu.edu/ethics-in-technology-practice/
https://www.scu.edu/ethics-in-technology-practice/ethical-toolkit/
https://www.scu.edu/ethics-in-technology-practice/ethical-toolkit/


Thank You!

Brian Patrick Green

Director of Technology Ethics

Markkula Center for Applied Ethics

Santa Clara University

bpgreen@scu.edu
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