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Opportunity

• Scientists spend thousands of hours curating databases of domain 
specific classes of data.

• New data is frequently buried in published literature, not easily machine 
readable or centralized.

• Gravitational lenses are going through a discovery renaissance thanks to 
missions like Euclid, JWST & Rubin.

• Lens database expected to go from 1,000s of known object to 100,000s in 
the next decade. Manual curation of known lenses won’t scale.

• We’re developing a prototype LLM based system to facilitate parsing 
literature and extracting newly published gravitational lenses.

• Leveraging data driven methods to identify classes of information 
commonly published about lens objects to inform storage architecture for 
future databases.

• Part of a larger effort to build a community hub for contributing newly 
found lenses
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Architecture
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Approach

• Curated and labeled gravitational lens literature
• Identified papers representing common and challenging 

literature sources

• Deployed mixture of local and commercial models
• Selection intended to span the options a scientist might 

consider utilizing

• Developed multiple prompt tree architectures to 
evaluate

• Developed JSON template to curate gravitational 
lens content populated by LLM

• Aggregated lessons learned for upcoming 
publication
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Literature Curation

Dropped precision in naming convention (same paper)

Domain specific glyphs with references to in text descriptions

Complex table formatting

Data of interest interwoven with other data

• Collected and evaluated literature known 
to contain gravitational lens data.

• Characterized commonality of reported 
parameters across publications to 
inform a future data management 
strategy.

• Identified short list of ‘easy’ and ‘hard’ 
papers to use as an evaluation data set.

• Isolate why ‘hard’ papers are difficult to 
successfully parse.
• Object naming variations
• Domain specific glyphs
• Target data interwoven with 

irrelevant data
• Complex table formatting
• Poorly formatted source documents. 5



Model Selection & Deployment
• Deployed local models using Private GPT.

• Deployed on high performance computing running 
A100 GPUs.

• Locally deployed models
• Llama 2
• Llama 3 (8B / 70B)
• Mixtral 8x22b

• Purchased access to commercial models

• Ran using GUI terminals
• Manual interaction
• Variable context length 

• Commercial API Models
• GPT-4o (OpenAI)
• Claude3 Opus (Anthropic)
• Claude3 Opus (Perplexity)
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Prompt Engineering Find all gravitational lenses 
the attached publication

Populate the attached 
template of information for 

gravitational lens X
Populate the attached 

template of information for 
gravitational lens X
Populate the attached 

template of information for 
gravitational lens X

Find all gravitational lenses 
the attached publication

Populate the attached template of 
information for gravitational lens XPopulate the attached template of 

information for gravitational lens XPopulate the attached template of 
information for gravitational lens XPopulate the attached template of 

information for gravitational lens X

Find the right 
ascension for 

gravitational lens X

Find the declination 
for gravitational 

lens X

Find the position 
coordinate system 

for gravitational 
lens X

Find the lens 
magnitude for 

gravitational lens X

Find the source 
magnitude for 

gravitational lens X

Find the Einstein 
radius for 

gravitational lens X

• Three step prompting approach
1. Parse gravitational lenses contained in the provided 

paper
2. Parse information about each lens contained in the 

paper
3. Query published information missing from storage 

template

• Multiple prompting strategies
• Request parsing of all template fields for a given 

gravitational lens in a single request (one shot)
• Request parameters sequentially for a given gravitational 

lens (tree)
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Curated Data Management
Follow model established by IPAC for exoplanets – Common values tracked by source

Tracked Parameters Parameter Sources
8



System Level Considerations

• Must distill prompts to clear tasks which you want done at scale
• Direct parsing of information easier than summarization/distillation of key points.

• Automatable APIs can be prohibitively expensive
• Terminal interaction inexpensive, but manual
• API keys allow for at-scale automation, for order of magnitude cost increase

• Local models require expensive hardware (A100 / H100 GPUs)

• Systems likely be very bespoke, multiple models each doing specific pieces
• Rare that one model handles all the parsing steps required well.
• Likely to be a cobbled together system of models which performs best.

• Prompt engineering is critical, and very model dependent

• Validation difficult and a persistent issue.  Systems not trustworthy once validated.

• Ensemble / consensus architectures could provide higher confidence.
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LLM Model Considerations
• Larger context windows don’t necessarily improve performance 

• Individual papers mostly fit in the modern context window sizes

• Page search (RAG) summarization not necessary for individual papers
• Increases the risk of missing key information contained in the paper

• Science users should not be training their own LLM models.

• Hallucinations remain common and difficult to identify in an automated fashion.

• PDF file encoding not standard in source documents (papers)
• Creates subtle failures in parsing

• No unified language in science, nuanced domain terminology difficult to parse.

• Should not be used for analysis.
• Doesn’t understand your data, simply performing complex pattern matching. 
• Do not rely on LLMs for math.

• Repeatability questionable
• Some models give different answers for the same prompt when asked again.

10


