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PREFACE 

The idea for organizing an Advanced Study Institute devoted largely to neutron 
star timing arose independently in three places, at Istanbul, Garching and Amster
dam; when we became aware of each other's ideas we decided to join forces. The 
choice of a place for the Institute, in Turkey, appealed much to us all, and it was 
then quickly decided that Qe§me would be an excellent spot. 

When the preparations for the Institute started, early in 1987, we could not 
have guessed how timely the subject actually was. Of course, the recently dis
covered QPO phenomena in accreting neutron stars and half a dozen binary and 
millisecond radio pulsars known at the time formed one of the basic motivations for 
organizing this Institute. But none of us could have guessed that later in 1987 we 
were to witness the wonderful discovery of the binary and millisecond radio pulsars 
in globular clusters and, - as if Nature wished to give us a special present for this 
Institute- the discovery in March 1988 of a millisecond pulsar in an eclipsing binary 
system, the first eclipsing radio pulsar ever found, and the second fastest in the 
sky! The discussion of this pulsar, its formation and fate was one of the highlights 
of this meeting, especially since its discoverers were among the participants of the 
Institute and could provide us with first-hand information. 

In all wavelength domains, from radio waves to X- and gamma-rays, the time 
structure of the signals from neutron stars contains a wealth of physical information 
about these objects, their interiors and magnetospheres. Without exaggeration, 
it can be said that timing is the most powerful and universal tool in the study 
of neutron star physics; major advances in our understanding of neutron stars 
including their discovery have come through the investigation of their temporal 
structure. A few examples suffice to illustrate this: 
- Measurement of radio pulsar spin-down rates yields the strength of neutron star 
magnetic fields and, through the braking index, provides valuable information on 
the magnetospheric processes that produce the pulsed radiation. 
- Observation of the time structure of glitches from radio pulsars yields valuable 
information about the superfluid neutron star core and about the coupling between 
this core and the solid crust. 
- Doppler tracking of binary X-ray pulsars and their companions and radio pulsars 
is our only way to obtain quantitative information on neutron star masses, while 
the spin-up of X-ray pulsars teaches us much about the mass transfer and accretion 
processes. 
- The extreme stability of the pulse periods of radio pulsars allows one to use 
pulsars in binary systems as probes to testing general relativity to unprecedented 
accuracy. The detection of gravitational-wave-induced decrease of the orbital period 
of the Hulse-Taylor binary pulsar PSR 1913+16 is the prime example, convincingly 
demonstrating the existence of gravitational radiation as predicted by Einstein's 
general relativity theory. 
- A new dimension of accuracy was added to timing, by the discovery of the 1.55 
millisecond pulsar in 1982. The few "standard" general and special relativistic 
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corrections to pulse arrival times that always had to be applied to account for 
the motion of the Earth in its elliptical orbit around the Sun, turned out to be 
insufficient in this case. An entire series of additional relativistic solar system clock 
correction terms had to be added, to do full justice to this pulsars's intinsic clock 
accuracy. This pulsar now has turned out to be the most stable clock available to 
man! 
- In the X-ray domain, timing of X-ray burst sources and of QPO has added new 
dimensions to the study of the underlying objects and of the accretion processes 
taking place close to the neutron star surface - eventhough, as yet, we do not have 
a full understanding of QPO. 

We have attempted to have good mix of theory and observation as well as 
tutorial and current research aspect in the lectures, and thanks to the lecturers, we 
feel that we have come close to achieving this goal. 

This Institute could not have been possible without the grant of the NATO Ad
vanced Study Institute Program; we thank the committe for their generous support. 
We also thank the Turkish Scientific and Technical Council, TtmiTAK, for being 
cooperative and helpful in the extension of the grant to local participants. Two of 
our collegues, Ali Alpar and Jan van Paradijs deserve special thanks for helping 
us in all phases of the organisation as well as in editing of the proceedings. The 
excellent support of the local organizing committee was crucial in the success of the 
Institute. We thank Joachim Triimper for helping support the Institute by making 
possible a sizeable participation from the Max-Planck Institute. The management 
of the Altm Yunus Hotel provided several free rooms for some of the non-NATO 
participants for which we are grateful. We thank Mrs. W. Frankenhuizen for tak
ing care of a large fraction of the pre-conference organisation, Nedim Ogelman for 
typing parts of the manuscript, and Andreas Langmeier for preparing the subject 
and object index. 

H. Ogelman, Garching 
E.P.J van den Heuvel, Amsterdam 
September 1988 
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I. TIMING NEUTRON STARS: 
GENERAL TECHNIQUES AND APPLICATIONS 



PULSAR TIMING 

D. C. Backer 
Astronomy Department and 

Radio Astronomy Laboratory 
University of California 
Berkeley, CA 94720 
USA 

ABSTRACT An introduction to the methods of measurement ofradio pulse arrival times and some 
recent results. 

1. INTRODUCTION 

Following the discovery of pulsars in 1967 a number of extensive pulse timing programs were initiated. 
The first wave of timing included efforts at Arecibo Observatory, Jodrell Bank, Parkes, the University 
of Massachusetts, and the Jet Propulsion Laboratory. 

In the past several years a number of new programs have been initiated. In these proceedings 
you will find reports about many of these programs. The excitement in the new efforts is divided 
between deeper investigations of the neutron star structure in young pulsars, and the use of old, yet 
short period pulsars as celestial clocks to conduct fundamental physics experiments. 

My goal is to introduce the experimental methods of pulsar timing. I will conclude with a 
few results from recent work. Taylor's contribution in these proceedings continues this topic with 
particular attention on the celestial clock topic. 

2. TIME OF ARRIVAL MEASUREMENT 

2.1. Signal Averaging 

The primary data recorded in most timing observations is a series of average pulse profiles with the 
averaging interval in the range between 1 and 20 minutes. Each profile is the result of folding the data 
samples modulo the apparent pulse period. Time resolutions range from 0.0002 (e.g., Downs and 
Reichley 1983) to 0.015 (e.g., Davis et al. 1985) periods. The data are often sampled synchronously 
with the apparent period so that folding is simply modulo a fixed number of samples, e.g., 1024. 
In other cases hardware constrains the sampling interval to asynchronous values. Folding this data 
requires computation of the pulse phase with respect to the first sample, depositing the sample in 
the correct pulse phase averaging 'bin', and incrementing a counter that keeps track of the additions 
in each bin for subsequent normalization. 

The apparent period is predicted from previous estimates of the pulsar parameters and an 
ephemeris of the earth's motion (see section 6). The precision required is such that the smearing 
of the pulse during the multi-minute averaging interval is significantly less than the arrival-time 
estimation error expected for each profile. 

The reading of the observatory time standard at the time of the first sample of each profile 
is recorded. The estimation of the arrival time of the first pulse following this time is discussed in 

3 

H. Ogelman and E. P. J. van den Heuvel (eds.), Timing Neutron Stars, 3-16. 
© 1989 by Kluwer Academic Publishers. 



4 

section 2.4. In some observations each profile is started at a fixed phase within the apparent pulse 
period. In other cases observations begin at a fixed time such as an even lOs, or even at a random 
time. 

2.2. Differential Dispersion Removal 

Dispersion of pulsar signals by thermal electrons in the interstellar, and interplanetary, media must 
be removed from the observed bandwidth of radio signals to obtain a desired resolution. Alternatively 
the bandwidth could be reduced to limit dispersion, but this reduces sensitivity as discussed in the 
next section. The time smearing that results from a given bandwidth b at a given radio frequency 
I/o for a given column density of electrons, or dispersion measure DM, is 

~ _ 83 DM(pc cm-3)b(MHz) 
t - . J.lS 1/~(GHz) 

For example, if DM = 35, b = 1, and I/o = 1.4, then at = 100J.ls. If we want 128 bins per period, 
then these parameters would limit observations to periods in excess of 12.8 ms. Hankins and Rickett 
(1975) discuss signal processing techniques for improving resolution by dispersion removal. 

An approach that allows high time resolution and wide total bandwidth uses a multi-bandwidth 
receiver. Many narrow channels defined by a bank of filters are sampled and synchronously averaged 
as described above. The relative dispersion between these channels is removed with respect to a 
fiducial channel in post-observing analysis. The center frequency of the fiducial channel becomes the 
effective frequency of the observation. The center of the band is recommended. Rawley (1986) con
structed a bank of signal averagers that allow each filter bank output to be independently averaged 
for precise removal of dispersion. 

At Berkeley we have developed an alternative approach which uses a digital correlator for the 
multichannel analyzer. The output of the correlator is synchronou.sly averaged just as with the filter
bank approach. In post-processing we fourier transform the pulse-phase resolved correlation functions 
into the frequency domain before dispersion removal. The digital correlator has the advantages of 
bandwidth agility and stability. Figure 1 illustrates the steps involved in this approach to pulsar 
timing. The digital correlator technique has been implemented both in our digital signal processor 
which is devoted to pulsar research, and at Arecibo in their general purpose, 40-MHz correlator. 

Alternatively the dispersion may be removed in real-time by a hardware device. Orsten (1970) 
and Boriakoff (1973) describe devices that operate on a bucket-brigade principle. These devices are 
limited by their individual filter response times; ~t cannot be reduced below 1/2b. Further effort at 
reducing the effects of dispersion requires processing of pre-detection data. The differential dispersion 
can be treated as a filter, and the inverse filter can be applied to the data. This is regularly done 
in chirped radar systems for chirps that are considerably less than those imposed by the interstellar 
medium. The inverse filter approach has been implemented both in software (Hankins 1971) and 
more recently in hardware using a surface acoustic wave filter (Hall, Hamilton and McCulloch 1985) 
and using a integrated circuit transversal filter (Hankins, Stinebring and Rawley 1987). 

The dispersion can also be removed from a narrow band of signals by sweeping the local 
oscillator synchronously with pulse path in the frequency-time domain. This technique converts 
radio frequency into pulse phase. McCulloch, Taylor and Weisberg (1979) implemented this technique 
using a digital correlator. Biraud (1987 personal communication) in France is developing a similar 
system for millisecond pulsar timing. 

2.3. Sensitivity 

The sensitivity of a pulsar timing observation is dependent on both telescope and receiver parameters 
as well as pulsar parameters. The standard equation for the radiometer sensitivity is: 
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Figure 1 Data analysis for pulsar timing of PSR 1933+16 with the Berkeley correlator at NRAO 
Green Bank 300ft: (a) phase-resolved, time-averaged correlation function; (b) data after delay-radio 
frequency transform; (c) dispersion removed; (d) profile from average over radio frequency. 

where F = clipping factor (1.2); Tr = receiver temperature (1-50K); T, = spillover and scattering 
temperature(10-35K); n = background temperatures (1.7K sec(elev) + (I-10K) v-2.7 + 2.7K); Np 
= number of polarizations (2); N. = number of spectral channels of width b (64); T = integration 
time (250s); Ag = geometric area of telescope (104m 2); TJ = aperture efficiency (0.5). The parameters 
suggested above lead to values of t:J.5 in the range from 0.1 mJy to 1.0 mJy. 

Pulsar flux densities are normally quoted in terms of the equivalent continuum flux density 
< 5 >. The arrival-time error is roughly equal to the pulse widt.h W divided by the signal-to-noise 
ratio of the pulse peak detection when optimally sampled. The pulse peak is then < 5 > PIW, 
where P is the pulse period. The signal-to-noise ratio uses the radiometer equation above with the 
integration time reduced by WI P. The resulting arrival-time error is: 

W 15t:J.5 
t:J.t = -=;;-.,,----,:::--po.s < 5 > 

The strong dependence of 6t on W is reduced when the resolution of an observation is dispersion 
limited owing to the dependence of 85 on the channel bandwidth which is determined by the reso
lution. 

2.4. Time-of-Arrival Estimation 

The next step in the analysis of timing data is estimation of the pulse arrival time within the averaged 
and dedispersed profile, typically an array of 64-1024 numbers. This step is usually accomplished by 
cross-correlation of the observed profile with a template profile. Estimation of the maximum of the 
cross-correlation function using a polynomial fitting algorithm gives the delay offset of the profile 
with respect to the template. This procedure is equivalent to a Chi-squared minimization between 
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the template model and the observation, and is an example of the matched filter approach to signal 
estimation. The template is formed iteratively from the observations themselves. A delta function or 
triangle template can be used to make the initial period estimates; then the period estimate can be 
used to accurately phase individual observations to create a nearly noise-free template. Alternatively 
the pulse waveform can be modeled by a set of components; this is particularly useful for profiles 
that depend strongly on radio frequency owing to interstellar scattering (Rankin et al. 1970 and 
section 5.1 below). 

An equivalent approach is to work with phases of the fourier components of the pulse profile. 
The phases, when corrected for the structure phase by subtracting the corresponding template phase, 
can be weighted and averaged to estimate the arrival time. Although this approach is equivalent to 
the cross-correlation technique (Backer 1985), there are some operational advantages (Rawley 1986). 

The time offset determined in the analysis discussed above is then added to the start time of 
the first sample to obtain the observatory, or topocentric, arrival time. The offset between the first 
sample and some fiducial mark on the template profile must be added for accuracy and specificity. 
It is advisable to add an offset of an integral number of periods equal to about half the integration 
time to refer the observation to the midpoint just as the frequency was referred to the middle of the 
band. 

2.5. Pulse Profile Stability 

The discussion in the preceeding sections ignores the fact that pulsar emission is very erratic from 
one pulse to the next. Many time scales of variations exist (see summary in Manchester and Taylor 
1977). The average pulse profile reaches a stable, reproducible form when the average extends over 
hundreds of pulse periods. This stability is essential for measurement of the stellar rotation with 
precisions reaching 0.001 periods or less. The reproducibility of the pulse profile patterns in each 
pulsar require a stable system of currents that are responsible for the radio emission. 

Several authors have investigated the how the individual pulses approach the stable profile 
that is used in timing stellar rotations (Helfand, Manchester and Taylor 1975, Downs and Krause
Polstorff 1986). Figure 2 demonstrates the rapid decrease wi.th averaging time of the mean-square 
deviation of pulse averages from the ensemble average. 

3. 'TIME' CORRECTION 

3.1. Atomic Time and Terrestrial Time 

Our observatory arrival time are ultimately referred to a terrestrial standard atomic time. The 
atomic time standard is defined by 

'The second is the duration of 9,192,631,770 periods of the radiation corresponding to the 
transition between two hyperfine levels of the ground state of the Cesium-133 atom.' (13th CGPM 
1967). 

Guinot (1988) has recently summarized the development of International Atomic time (TAl). 
This standard is an ensemble average of the individual realizations of atomic time (AT) at standards 
laboratories around the globe. The weights given to each vary according to an assessment of their 
stabilities. Some laboratories operate a bank of commercial Cesium clocks and take the ensemble 
average to define their local AT scale. Adjustments are made based on comparison with TAL Other 
laboratories have in addition to a cesium clock bank a primary standard so that they can realize the 
standard given in the above definition to within a measurable tolerance. 

The comparison between the scales at various standards laboratories requires a correction for 
relativistic effects (Ashby and Allan 1979). The reduction is to mean sea level of the equipotential 
geoid. The proposed nomenclature for this scale is evolving from Terrestrial Dynamic Time (TDT) 
to simply Terrestrial Time (TT) (Guinot and Seidelman 1988). 

3.2. Time Transfer 

The comparison of atomic time scales between standards laboratories and the use of an atomic time 
at a remote site requires a system of time transfer. There are a number of systems for time transfer. 
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Each has a different accuracy or other limitation. These systems are discussed in NBS Monograph 
140 (1974). 

In the US millisecond-level time transfer is done using HF transmissions of WWV from Ft. 
Collins, CO, and WWVH from Hawaii at 2.5, 5, 10, 15 and 25 MHz. Signals propagate by line of 
sight and by reflection off the ionosphere over distances of 1000's of kilometers. 

The US Navy maintains cesium standards at the transmission sites of the LOng RAnge N avi
gation C system (LORAN C) around the globe. These signals at 100 kHz propagate up to 1500 km 
as surface waves and provide microsecond level time transfer. 

The most recent development in time transfer is the Global Positioning Satellite system (Allan 
et al. 1985). These US DoD navigation satellites have cesium clocks on board. The orbital period 
of the satellites is about 24 hours, and the plan is for a web of 18 satellites circling the globe. The 
time information from these clocks is transmitted at frequencies near 1.5 GHz. The epochs and rates 
of the individual cesium clocks are monitored at the standards laboratories so that a extrapolated 
correction can be sent up to the satellites for transmission. Time is transferred at the level of 100 
ns by this means. If a given satellite is observed by two parties simultaneously, then time can be 
transferred from one site to the other at the level of 10 ns. This 'common-view' technique requires 
precise application of relativistic principles (Allan, Weiss and Ashby 1985). 

3.3. Barycentric Time 

The time scale kept by an earth-based clock does not flow uniformly with respect to an external 
observer owing to the combined effects of gravitational red shift and time dilation. The elliptical 
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orbit of the earth leads to a variation of the epoch of an earth clock with respect to an external 
observer with an amplitude of 1.6 ms and a period of one year. The corresponding variation that 
results from the moon pulling the earth in and out of the solar potential has an amplitude of 0.5 J1.S 
and a period of about 29 days. 

Barycentric Dynamical Time (TDB) is defined to remove these periodic variations that result 
from relativity (USNO 1984, Chandler 1985, Backer and Hellings 1986). The time scale that results 
is that of a clock in a circular orbit about the sun at one astronomical unit. This definition is chosen 
so that TDB runs at nearly the same rate as TDT, and has only small deviations in epoch, i.e., 
much less than 1.6 ms. For the pulsar timing analysis a cleaner definition would be to define a time 
scale that removes the solar system effects completely (Backer and Hellings 1986). TDB effectively 
does this since the difference between TDB and a true clock at rest in the barycenter of the solar 
system is a uniform rate which can be absorbed into the definition of the second. 

Operationally the conversion from TDT to TDB is done by an ephemeris for time similar to 
the ephemeris for position that will be discussed in the next section: There is no conceptual difficulty 
is this process - it is a straightforward application of the equivalence principle and special relativity 
that can be performed with adequate precision for pulsar observations. The differential rate that 
includes the effects of all solar system masses and motions is first integrated to give the difference 
between the true barycentric clock and TDT. Then a linear term that represents the mean rate is 
removed to leave the periodic terms. The interval over which the linear term is removed is presently 
a matter of choice: 100 years (Hellings 1985) or 59 years which is near twice Saturn's period and 
five times Jupiter's (Chandler 1985). Fairhead (1987) has developed an analytic approach applicable 
over a few thousand years. 

3.4. Stability 

Observations of PSR 1937+21 now rival the stability of atomic clocks over intervals of a year or more 
- 10-14 or 0.3J1.s over one year (Allan, Ashby and backer 1985; Rawley et al. 1987). This topic will 
be discussed at further length in the lecture by Taylor. The stability of atomic time scales will not 
limit the timing of an array of millisecond pulsars since they can be compared to each other. This 
is discussed below in section 8. 

4. 'SPACE' CORRECTION 

4.1. Earth Ephemerides 

After correcting the pulse arrival time to TDB we next want to correct it to an inertial frame, 
the solar system barycenter. Two ingredients are required - the celestial coordinates of the source 
and the instantaneous location of the telescope. The dot product between the unit vector to the 
source and the telescope position is then added to the arrival time to obtain the barycentric arrival 
time. Two groups, one at the Harvard-Smithsonian Center for Astrophysics and one at the Jet 
Propulsion Laboratory, provide ephemerides of the earth's position, and velocity that can be used 
for this correction. 

The correction from the earth's center to the telescope requires the telescope's geocentric coor
dinates and a simple model of the earth's motion. This correction is identical to the delay calculated 
in VLBI observations although orders of magnitude less precision is required. If observations from 
different observatories are to be compared at the microsecond level, then one must specify both the 
fiducial point on the pulse and the reference point at the telescope. The telescope reference point 
used in VLBI is the intersection of the axes (Thompson et al. 1986; p. 95). 

4.2. Radio Astrometry 

The space correction requires precise coordinates of the pulsar. These are derived in the parameter 
fitting process discussed below. The coordinate frame is inertial since the ephemeris of the earth's 
motion is given in an inertial reference frame. The common reference frame of radio interferometry, 
B1950.0-B for Besselian, is not inertial. The terms of elliptical aberration (USNO 1984) are required 
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to transform between the two systems. The choice for future precision efforts is to work in the 
J2000 system, J for Julian, which is allows a unified approach with both pulsar timing and radio 
interferometry. 

4.3. Stability 

The accuracy of the earth ephemeris is difficult to estimate since one is interested in the extrapo
lation of a many parameter fit to the earth's motion. The Earth-Mars distance was measured with 
a precision of 25 ns during the lifetime of the Viking mission. This data is fundamental to the 
development of the Earth ephemeris, and residuals to fits to the data provide an estimate of the 
accuracy of ephemeris. Reasenberg et al. (1979) show residuals that have a rms of about 75 ns over 
a 14-month interval. The ephemeris correction stability is discussed by Hellings and by Chandler in 
Allan, Ashby and Backer (1985). 

5. 'PROPAGATION' CORRECTION 

5.1. Plasma Dispersion and Turbulence 

Pulsar signals are dispersed by the column density of electrons between the pulsar and the earth. 

td = 0.00415s v(GHz)-2 DM(pc cm- 3 ) 
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Figure 4 Space correction of telescope arrival time to the solar system barycenter (from Backer and 
Hellings 1986). 

Furthermore turbulence in this plasma leads to diffractive and refractive propagation effects. 
Measurements over multiple radio frequencies, e.g., 400 MHz, 700 MHz and 1400 MHz, can be used 
to determine the instantaneous column density of electrons so that the pulse arrival time can be 
extrapolated to infinite frequency. The observing frequency is the observatory value corrected by 
the doppler shift of the moving earth. Propagation delays in the solar wind can be significant; the 
column density from 1 e cm-3 over 1 AU leads to a delay of 0.5 ILS at 1.4 GHz. Foster and Cordes 
discuss the removal of the effects of propagation in a turbulent medium later in this proceedings. 

5.2. Relativistic Delay 

The photons from a pulsar also suffer a relativistic delay as they traverse the solar potential. The 
additional delay is 135 ILS when the signal passes by the limb of the sun compared to an observation 
six months later. The delay falls logarithmically with 

GM 
cllt = -2-ln(1 + cosO)-1 

c 

where 0 is the heliocentric angle between the pulsar and the earth. In a globular cluster there are 
sizeable delays from passing the nearest stars, but the effects are small and monotonic, and cannot 
be distinguished from a period derivative. 

6. PULSAR PARAMETER ESTIMATION 

6.1. Least-Squares Analysis of Residuals 

A set of observations must be treated in stages of slowly increasing data length to determine the pulse 
parameters. At each stage one uses the minimum number of parameters to model the arrival times 
without period ambiguity and within the experimental errors. Fractional period phase residuals from 
the model are analyzed in a least-squares fitting procedure to determine improved model parameters. 
In some cases one must start with estimates of the period from separate observations. 
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6.2. Rotation Model 

The simplest model for a rotating neutron star consists of an initial phase, a period and a period 
derivative. In a few cases a second derivative can be determined. The model for the phase residuals 
is a simple power series: 

</;(t) = </;0 + n t+ 0 t 2 /2+ n t3 /6, 
where n is the rotation frequency. The detection of a second derivative allows an estimate of the 
'braking index' n, 02/nn. The braking index is 2.5-2.8 for the three pulsar with measured values 
of n; the most recent determination is by Manchester, Durdin and Newton (1985). An index of 3.0 
obtains if the decelaration torque is pure magnetic dipole radiation. 

6.3. Astrometric Parameters 

The celestial coordinates of a pulsar are required to do the space correction. The 'lever arm' of the 
space correction is 1 AU, or 500 s. If microsecond precision is required, then the celestial coordinates 
must be known or determined with a precision of 2 nanoradians, or 0.4 milliarcsec. This is sufficient 
to measure a proper motion of 2 km s-1 at a distance of 1 kpc in one year. Four parameters are then 
required to specify the pulsar's celestial position: an initial right ascension and declination, and a 
proper motion in right ascension and declination. 

The precision that is possible with millisecond pulsars can only be matched by the precision 
in the solar system ephemerides that incorporate modern radar measurements of planetary orbits 
(Rawley, Taylor and Davis 1988). Radio interferometry has only reached a precision of around 5 
nanoradians, for a limited number of strong, compact quasars, although recently the resolution has 
been pushed to 0.3 nanoradians with VLBI measurements at 100 GHz. 

The comparison between positions derived from timing and interferometer measurements has 
led to some puzzles (Fomalont et al. 1984; Backer et al. 1985; Bartel et al. 1985). Part of 
the problem is that the pulsar positions are corrupted by low-frequency timing noise. Part of the 
problem may result from the use of the out-of-date B1950.0 conventions in radio interferometry that 
include old constants for precession and nutation. Rawley, Taylor and Davis (1988) question the 
inertial character of the CfA ephemeris. More work needs to be done within the modern J2000 
system and using the most stable pulsars to clear up this issue. 

6.4. Dispersion Measure 

Observations with multiple frequencies allow a solution for the dispersion measure by fitting for a 
quadratic arrival time with radio frequency. Care must be taken in obtaining the true dispersion 
when the pulse shape changes with radio frequency. 

7. ROTATION NOISE 

7.1. Spectral Decomposition 

The phase residuals after a model fit for the parameters discussed above are not always consistent 
with white noise from measurement errors. In many cases the pulsar's spin displays instabilities. 
The deviations of phase from the model are often no more than 0.1 rotation periods. The spectrum 
of these instabilities, {jt/t, can be characterized by a power-law index (Thompson et al. 1986, section 
9.4). If the torque on the star varied randomly on a short time scale, then the phase residual 
spectrum would have a slope of -2. Other processes have been discussed with flatter slopes. Figure 
5 displays timing residuals from Cordes and Downs (1985) for PSRs 1237+25 and 1929+10 that 
are characterized by power spectrum indices of 2 (white phase noise) and 0 (white frequency noise), 
respectively. 

7.2. Activity Parameter 

In cases such as PSR 1929+10 mentioned above there is insufficient data to determine a reliable 
spectrum. Cordes and Downs (1985) have introduced the concept of an activity parameter-a single 
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Figure 5 Timing residuals for two pulsars (from Cordes and Downs 1985). 

variance statistic that takes the logarithm of the ratio between the intrinsic timing noise residual (0', 
in seconds) for any object and the corresponding statistic, determined over the same time interval, 
for the Crab pulsar. 

.. 1 [O'TN(star,t)] 
ActIvity A = oglO (C b ) , O'TN ra ,t 

O'TN(Crab, t) = 6.8ms CO~O d) 

Cordes and Downs demonstrate a correlation between A and the period derivative P. 
7.3. Glitches 

The most dramatic discrepancies between the model and the observations occur when suden changes 
in the period and period derivative-glitches-occur. These are now seen in 5 pulsars: 0355+54 (Lyne 
1987; 0531+21, the Crab; 0833-45, Vela; 0525+21; 1951+32, CTB80 (below). McKenna also reports 
several new pulsars with glitches in this proceedings. The magnitude of the changes range are 
10- 6 to -9 in bPI P and 10- 1 to -3 in bPI P. Smaller less dramatic glitches also occur (see Fig. 5: 
arrows in PSR 1929+10 data indicate small discontinuities in phase). The analysis and interpretation 
of these events in the life of some neutron stars is beyond the scope of this introductory lecture, but 
is discussed elsewhere in these proceedings. 

8. RECENT RESULTS 

8.1. PSR 1951+32 in CTB80 

We began timing the pulsar found in the radio nebula CTB80 shortly after its discovery, or uncovery, 
in July 1987 (Kulkarni et al. 1988; Fruchter et al. 1988). Observations are continuing at the Arecibo 
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Observatory with the time shared between 430 MHz and 1400 MHz. A new timing system with 
the 40-MHz correlator was developed. The data were sparsely sampled in 1987 and more frequently 
sampled in 1988. At the time of the NATO ASI we knew that the rotation of the CTB80 star was 
not stable. Either it had one of the highest activity parameters of all pulsars, or it had undergone a 
glitch. Figure 6 demonstrates now that there was a glitch with a magnitude of 4 x 10-9 in 6P / P. A 
full account of this event and the recovery of the star will be presented elsewhere by Foster, Backer 
and Wolszczan. The hopes that the star would be sufficiently stable to determine a proper motion 
from timing have been dropped. 
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Figure 6 Residuals from timing PSR 1951+32 at Arecibo by Foster, Backer and Wolszczan. Fit 
was performed on data up to 17 February 1988. 

8.2. The Globular Cluster Pulsars 

In late 1986 we learned about the strong polarization of the point source in the globular cluster M28 
(Erickson et al. 1987). This set in motion an effort to combine data from one of the largest radio 
telescopes, at Jodrell Bank, with the largest capacity data analysis procedure, that of Middleditch 
at Los Alamos. A 3.1-ms second pulsar was found (Middleditch et al. 1987). In the year following 
this uncovery, many globular cluster pulsar searches have been conducted. There are now a total of 
5 pulsars in 4 globular clusters. These are: 0021-72A in 47TUC (P=4.479 ms)-Ables et al. 1988; 
0021-72B in 47TUC (P=6.127 ms)-Ables et al. 1988; 1620-26 in M4 (P=11.076 ms)-Lyne et al. 
1988; 1821-24 in M28 (P=3.054 ms)-Lyne et al. 1987; and 2127+11 in M15 (P=1l0.665)-Wolszczan 
et al. 1988. These neutron stars are concentrated within one core radius of the cluster centers, which 
is similar to the Xray objects (Grindlay et al. 1983). Verbunt discusses these pulsars in more detail 
in these proceedings. 
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The first period derivative of a globular cluster pulsar has been determined by Foster et al. 
(1988). The value for PSR 1821-24 leads to a spindown age of only 30 My. This is surprisingly 
short given the nominal age of clusters, and the likely age of the millisecond pulsars. The authors 
dismiss the influence of a gravitational encounter as the dominant source of the period derivative; 
an acceleration leads to a period derivative of aP/c. 

8.3. The Pulsar Timing Array 

The globular cluster millisecond pulsars have provided us with objects distributed across the sky. The 
timing observations of this array of pulsars can be used to solve for the uncertainties in both atomic 
time and in the location of the earth. The time term has a monopole signature on the sky-all timing 
residuals are affected by a constant. The space term has a dipole signature-there is an instantaneous 
vector error in the assumed earth position and therefore a dipole-like correlation in the barycentric 
correction. Pulsar timing array data can be used to look for a stochastic background of gravitational 
wave radiation (Detweiler 1979). This background will have a quadrupole correlation that can be 
detected in the timing array data without the limitation of the time a)1d space uncertainties. Romani 
discusses this measurement further in these proceedings. We have started a Pulsar Timing Array 
experiment using the fully steerable 140-ft telescope at NRAO Green Bank. The first results from 
this are displayed in Figure 6. With improved hardware and longer time spans we expect the Pulsar 
Timing Array data to reach a level of 10-8 in the energy density of gravitational radiation relative 
to the closure density. 
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TIMING BINARY AND MILLISECOND PULSARS 

J. H. Taylor 
Joseph Henry Laboratories and Physics Department, 
Princeton University, 
Princeton, NJ 08544 USA 

ABSTRACT. This tutorial lecture outlines the essentials of making and analyz
ing timing observations of binary and millisecond pulsars. Many of the necessary 
procedures are, of course, similar to those used for slow, single pulsars. However, 
achieving the best attainable timing accuracy for millisecond pulsars requires much 
tighter tolerances on observing and data-processing procedures, and the presence 
of orbital motion qualitatively complicates both data acquisition and analysis. In 
return for adequate diligence in these matters, an observer gains access to a much 
richer set of measurables than are available for ordinary pulsars. Binary pulsars 
provide the only experimental handles on the masses of non-accreting neutron stars, 
and the parameters of their orbits and characteristics of their companion stars pro
vide unique clues on the origin and evolution of the systems. In the most favorable 
circumstances, significant tests of fundamental physical laws are even possible. Tim
ing data on millisecond pulsars turns out to be valuable for other reasons as well: 
because they are extremely stable clocks, these objects provide exquisite tools for 
a wide range of studies in fundamental astrometry, cosmology, gravitation physics, 
and metrology. 

Don Backer has already given us a sound primer on radio pulsar timing techniques 
(Backer 1989). To review briefly, I will remind you that a typical observing proce
dure uses a setup like the one diagrammed in Figure 1, used by my colleagues and 
me at Arecibo Observatory over the past several years (Rawley, Taylor, Davis, & 
Allan 1987; Rawley, Taylor, & Davis 1988). Incoming signals from the telescope are 
amplified, converted to intermediate frequency, and passed through a "filter bank" 
spectrometer which analyzes the total accepted bandwidth into channels narrow 
enough that the observed pulse widths are not dominated by dispersive smearing. 
Synchronous signal averaging is used to accumulate estimates of a pulsar's average 
waveform in each of the spectral channels, using electronics under control of a small 
computer and accurately synchronized with the Observatory's time and frequency 
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standard. A programmable synthesizer, whose output frequency is updated once 
a second in a phase continuous manner, compensates for variable Doppler shifts 
due to motions of the pulsar and the observatory. Integrated pulsar waveforms are 
recorded once every few minutes, together with appropriate time tags. 

Arecibo 
Telescope 

).--------1 Synthesizer 

32 
Rubidium 

Clock 

Orbiting Satellites 

,0 
, ' , ' , ' , " , , 

/ CPS ", , , 
/ ' 

Clock Log 

I.*RI 
UTC(NBS) 
Boulder 

Figure 1: Block diagram of a pulsar timing system used for binary and millisecond pulsars 
at Arecibo Observatory. 

Analysis of recorded profiles usually follows a series of steps similar to those 
listed in cookbook Recipe 1 on the next page. The first step after observing in
volves "template matching" to determine the phase of each recorded profile relative 
to the start of its integration. This process can be carried out by cross-correlation 
in the time domain, or by an equivalent procedure in the Fourier transform domain. 
There may be reasons of operational convenience to prefer one of these methods 
over the other; more importantly, there are significant reasons to prefer the Fourier 
transform approach when the signal-to-noise ratio is high and the achievable timing 
uncertainty is much smaller than the interval at which the waveform has been sam
pled (Rawley 1986). (These conditions are true, for example, in our observations 
of the millisecond pulsar 1937+21 at Arecibo.) After a phase offset has been deter
mined, the corresponding time delay is added to the start time of the integration 
to yield a topocentric time of arrival, or TOA. 



Recipe 1. Pulsar timing observations and analysis. 

1. Observe average profiles at known UTCs. 
2. Determine topocentric TOA's by template matching. 
3. If necessary: remove dispersive delays, sum channels. 
4. Apply clock corrections to yield TDT. 
5. Transform to TDB at solar system barycenter. 
6. Bootstrap a timing model (see Recipe 2 or 3). 
7. Repeat from step (1) as often as possible. 

-lJ. 
8. Output: a, 6, <Po, P, P; possibly also 1-'"" 1-'6, ft, and 

orbital parameters. 
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For a given pulsar, the optimum template or "standard profile" for use in the 
matching procedure is a high signal-to-noise version of the profile, generally ob
served with the same equipment but over a longer integration time. For pulsars too 
weak to give adequate signal-to-noise ratio in a single filter bank channel, the data 
in all channels can be summed (after shifting phases to account for the different 
dispersion delays at each frequency) and a single equivalent TOA determined. 

An accurate time transfer system, using signals from satellites in the Global Po
sitioning System, allows us to express all TOA's in terms of Coordinated Universal 
Time as maintained and distributed by the US National Bureau of Standards, or 
in terms of any of a number of other high-precision atomic time standards kept 
at national timekeeping laboratories around the world. An appropriately weighted 
average of these standards represents the best currently available approximation to 
an ideal implementation of terrestrial dynamical time, or TDT, and is the reference 
standard of choice for the most exacting observations. 

A model capable of predicting pulse arrival times is most conveniently formu
lated in an inertial reference frame, for which the solar system barycenter is an 
adequate approximation. The necessary general relativistic transformation from 
TDT to barycentric dynamical time, or TDB, must be done with care (see Backer 
& Hellings 1986). The transformation depends on accurate knowledge of the pul
sar's celestial coordinates, a and 6, and unambiguous numbering of the received 
pulses requires good knowledge of the pulsar period P and spin-down rate, P. 
Since these quantities may be poorly known at the beginning-they are, after all, 
among the parameters one is trying to measure-the process necessarily requires 
an iterative "bootstrap" approach like that outlined in Recipe 2. 
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Recipe 2. Bootstrap procedure for timing single pulsars. 

1. Collect data at various intervals-say 2 m, 10 m, 2 h, 1 d, 10 d, 3 mo, ... 
2. Obtain least-squares estimates of P, 0, fI, P (or a subset). 
3. Inspect residuals for non-random appearance ( =? evidence of 

mis-numbering of pulses across gaps in data). 
4. Repeat, possibly adding or subtracting integers in the pulse 

numbering scheme, until you've got it! 

One of the principal reasons that pulsar timing data can yield so much infor
mation is that the rotation phase of a non-accreting neutron star can be measured 
to within a small fraction of a turn, and predicted with similar accuracies over in
tervals as long as years. Therefore phase-coherent solutions are possible, spanning 
many years of observations and perhaps 108-1011 rotations of the neutron star. In 
such solutions the integer pulse number corresponding to each observed TOA is 
determined unambiguously. 

When timing observations are begun for a new pulsar, the bootstrap procedure 
to reach the desirable phase-connected state of affairs is facilitated if data are col
lected at various intervals in rough geometric progression, with increments no more 
than a factor of 10 (see Recipe 2). The largest gaps between available TOA's will 
then be small enough that one should be able to extrapolate across them with
out pulse numbering ambiguities, or at worst with only a small range of integer 
values permitted. A least-squares solution can then be carried out to determine 
improved values of P and, when enough data are available, also 0, fI, and P. A 
plot of the post-fit residuals from the solution gives a clear indication of whether 
the pulses have been numbered correctly. Some trial and error may be required, 
but the correct solution is easily recognized when attained. 

Three examples of post-fit residual plots are illustrated in Figure 2. These 
observations, made with the NRAO 92 m telescope at Green Bank by Dewey et 
al. (1988), were concentrated in nine observing sessions between January 1985 and 
May 1987. Each observing session lasted several days, and each of about 75 pulsars 
was observed for 5 to 10 two-minute integrations on one or more days in a session. 
Thus the data set for a given pulsar generally consists of TOA's with spacings of 
2-20 minutes, 1-4 days, 15 days, and several months to 2.3 years. The residuals 
in the examples amount to a few milliperiods or less, and appear to be essentially 
random. Solutions like these typically determine P to 11 or 12 significant figures, 
P to an uncertainty'" 10-18 , and the pulsar coordinates to within about 0.1". 
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Figure 2: Plots of the post-fit residuals for timing observations of three pulsars (after 
Dewey et al. 1988). For clarity only a single datum is plotted for each observing day. 

For binary pulsars the procedure is similar in concept, but a number of addi
tional parameters are involved, including five elements of a Keplerian orbit and 
possibly observable general relativistic effects as well. In formulating the timing 
model an additional relativistic transformation is required, dependent on the or
bital parameters, to convert from TDB to proper time at the pulsar. Since the 
orbital parameters are not known (even approximately) at the outset, the boot
strap procedure to attain a phase connected solution is usually much more difficult 
than with single pulsars. 

A workable scheme that my colleagues and I have used to obtain phase connected 
solutions for 8 binary pulsars is summarized in Recipe 3. When initial timing 
observations suggest that the period of a pulsar is variable, we proceed to collect as 
many TOA's as possible. The data are separated into blocks no longer than rv 20 m 
and periods are computed for each block, reduced to the solar system barycenter. In 
principle a plot of these periods as a function of time should trace out the orbiting 
pulsar's velocity curve. In practice, however, the data are likely to be coarsely and 
irregularly sampled, and recognizing the orbital period may be very difficult. 

An algorithm for determining the orbital period in such circumstances is out-



22 

Recipe 3. Bootstrap procedure for timing binary pulsars. 

1. Collect data: get TOA's and pulsar periods Pi at many epochs. 
2. Determine approximate orbital period, Pb (see Recipe 4). 
3. Incoherent solution: use Pi's to obtain least-squares 

estimates of P, a1 sini, e, To, Pb, w. 
4. Phase-connected solution: use TOA's to obtain least-squares estimates 

of P, a1 sin i, e, To, Pb, w, a, 6, P, and possibly relativistic parameters. 

------------- --------------------------

lined in Recipe 4. Its equations contain nothing about Kepler's laws or the ex
pected shapes of orbital velocity curves; the procedure works simply by seeking 
the smoothest possible dependence of observed period on computed orbital phase, 
consistent with the observations. When an approximate orbital period has been 
found, we use the (Pi, ti) pairs to carry out a least-squares solution for the orbital 
elements (step 3, Recipe 3). Since there is no attempt to "connect phase" between 
the various independent measurements, pulse numbering ambiguities are not an 
issue. The orbital elements determined from this solution are then used as input 
values for a phase connected solution, which yields optimized estimates for all of 
the interesting parameters. 

Recipe 4. Algorithm for finding a binary pulsar's orbital period, Pb • 

1. Obtain solar-system barycentric periods Pi at many epochs ti. 
2. Set trial Pb to minimum reasonable value. 
3. Compute orbital phases, 4>i = mod(t) Pb , 1.0). 
4. Sort list of (Pi, ti, 4>i) triplets in order of increasing 4>. 
5. Compute 8 2 = E(Pj - Pj _ 1)2, omitting any terms for 

which 4>j - 4>j-1 > 0.1. (j is the index after sorting). 
6. Increment Pb := [1/ Pb - O.l/(tm "., - t min)]-l. 
7. Repeat from (3) until maximum reasonable Pb is reached. 
8. Choose the Pb that yielded the smallest normalized 8 2 • 

The most complete and well documented model for analyzing binary pulsar tim
ing data is that of Damour & Deruelle (1986), based on a highly accurate solution 
they developed for the general relativistic two-body problem. In addition to the 
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usual parameters for single pulsars and five Keplerian orbital parameters, my im
plementation of their model includes as many as six "post-Keplerian" parameters. 
As an example of its use, Table 1 presents the latest list of measured orbital pa
rameters of the PSR 1913+16 system. Further details may be found in Weisberg 
& Taylor (1984) and references therein. 

Table 1. Orbital parameters of PSR 1913+16. 

K eplerian orbital elements 
Projected semimajor axis ap sin i = 2.341769(24) light sec 
Eccentricity e = 0.6171311(14) 
Orbital Period Pb = 27906.981644(12) s 
Longitude of periastron Wo = 178.86372(29) deg 
Julian ephemeris date of periastron, 

and reference time for Pb and Wo To = 2442321.4332075(9) 

Post-K eplerian parameters 
Mean rate of periastron advance (wo) = 4.22660(10) deg y-1 
Gravitational red shift and time dilation "y = 4.302(24) ms 
Orbital period derivative A = (-2.40 ± 0.04) x 10-12 s s-1 

Timing observations of binary pulsars have provided information that has been 
extremely useful in delimiting the range of possible evolutionary schemes for pulsars 
and neutron stars. I'll have no time in this lecture to discuss these matters further; 
some of the important ideas have already been outlined for us by Ed van den Reuvel 
(1989), and I have no doubt we'll be hearing more about them over the next few 
days. For a more detailed summary of results and some very recent work, see Taylor 
(1987) and Taylor & Dewey (1988). 

In the remainder of this talk I will deal with some special issues relevant to 
timing millisecond pulsars. For these objects it is possible to measure TOA's with 
observational uncertainties well under a microsecond; consequently, to avoid con
taminating good data by sloppy handling, and to extract the maximum possible 
information content, one must take extraordinary care in the data analysis. As an 
example of the quality of data obtainable, and to illustrate one particular type of 
observational problem that must be dealt with, Figure 3 illustrates post-fit residuals 
for the data on PSR 1937+21 that we have been acquiring at Arecibo Observatory 
since October 1984. 

Both portions of Figure 3 are based on exactly the same data, analyzed in 
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Figure 3: Post-fit arrival time residuals for PSR 1937+21 relative to UTC(NBS) (top) and 
to the BIPM "World's best clock" (bottom). 

exactly the same way, except for using different time standards. For the upper 
portion of the Figure we used UTC(NBS), the version of Coordinated Universal 
Time distributed by the US National Bureau of Standards. This time scale, believed 
to be stable to within a few parts in 1014 over timescales of a year or so, is apparently 
not quite stable enough to serve as an adequate reference for this experiment. 
Neither, incidentally, is any other of the independent time standards maintained at 
timekeeping laboratories around the world. Some are a bit worse, and one or two 
appear to us to be a bit better-especially the one maintained by the Physikalisch
Technische Bundesanstalt in the Federal Republic of Germany-at least within 
our limited experience since late 1984. Significantly, we think, most of the slow, 
systematic wandering of the PSR 1937+21 residuals in the top panel of Figure 3 
disappears when we use a weighted mean of of the world's best clocks (computed by 
the Bureau International de Poids et Measures in Paris) as the reference standard. 
Residuals from a such fit are shown in the lower panel of Figure 3. 

People in the time-and-frequency business assure me that they have not been 
not standing still, and that better reference standards will be available Real Soon 
Now. In the meantime, we astronomers should not overlook the possibility of cre-



25 

ing our own time standard by comparing TOA's from a number of millisecond 
pulsars. At present the next best pulsar with a substantial quantity of accu
mulated timing data is PSR 1855+09, which shows random residuals of about 
2 p,s rms after 2.3 years. Unfortunately, timing measurements with uncertainties 
in the sub-microsecond range have not yet been achieved for any pulsar besides 
PSR 1937+21-except for the very recently discovered PSR 1957+20, which Andy 
Fruchter will speak about shortly. 

Figure 4: Post-fit arrival time residuals for PSR 1937+21, for a solution in which the 
monthly changes in gravitational redshift of terrestrial clocks was intentionally ignored. 
The smooth curve illustrates the omitted term in the time transformation. 

I have already mentioned that in order to model the expected TOA's of any 
pulsar with the accuracies implicit in Figure 3, extraordinary care is required in 
the analysis procedure. An example of what can go wrong when a small effect is 
ignored is presented in Figure 4. For this solution we intentionally omitted the 
monthly cycle in the relativistic transformation from TDT to TDB. (All clocks on 
Earth run slightly slower when the Moon is full, because the Earth is deeper in 
the solar gravitational potential; furthermore, the magnitude of the Earth's total 
velocity changes with lunar phase, causing changes in time dilation.) In Figure 4 
the residuals resulting from this omission are plotted as a function of phase of the 
moon, together with a curve corresponding to the omitted term. Interestingly, one 
can use this effect to perform Einstein's gravitational redshift test of the equivalence 
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principle. For the ratio of observed to expected monthly redshift effect, we obtain 
1.04 ± 0.06 (Gelfand 1988). 

There is little doubt that further examples of binary and millisecond pulsars will 
be found, and that timing observations of them-as well as continued timing obser
vations of those already known-will continue to pay very worthwhile dividends. 
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FOURIER TECHNIQUES IN X-RAY TIMING 

M. van del' Wis, 
EXOSAT Observatory, 
Space Science Department of ESA, 
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2200 AG Noordwijk, 
The Netherlands 

ABSTRACT. Basic principles of Fourier techniques often used in X-ray time series 
analysis are reviewed. The relation between the discrete Fourier transform and the 
continuous Fourier transform is discussed to introduce the concepts of windowing 
and aliasing. The relation is derived between the power spectrum and the signal 
variance, including corrections for binning and dead time. The statistical properties 
of a noise power spectrum are discussed and related to the problems of detection 
(and setting upper limits) of broad and narrow features in the power spectrum. 
A "dependent trial" method is discussed to search power spectra consistently for 
many different types of signal simultaneously. Methods are compared to detect a 
sinusoidal signal, a case that is relevant in the context of X-ray pulsars. 

1. INTRODUCTION 

Fourier techniques are wielely used in science and engineering, but problems 
of terminology and differing conventions hamper the flow of information between 
the various branches. Even within the field of neutron-star timing, radio-, X-ray 
and high-energy gamma-ray astronomers sometimes have difficulties to compare the 
techniques they routinely apply. 

In the present paper an attempt ,,,ill be made to explore some of the techniques 
that are commonly used ill timing studies of neutron stars, and that refer to the 
detection of signals against a background of noise, in the language of the X-ray 
astronOl1wr. 

The regime that I will nearly exclusively be referring to is that of equidistantly 
binned timing data, the backgronnd noise of which is dominated by counting statis
tics. If there are gaps in the data, they are far apart, and the d"ta are not "sparse" 
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in the sense that nearly all time bins are empty. This kind of data is eminently 
suited to analysis with Fast Fourier Transform (FFT) techniques, and the discussed 
methods will all be based on these techniques. Emphasis will be on the statistics of 
the detection of weak signals rather than on the characterization of signal shapes, 
with a special discussion of the basic problem of detecting a strictly periodic signal 
with a sinusoidal shape. While the discussion is specially geared towards photon 
counting data such as produced by, for example, an X-ray proportional counter, 
many of the techniques discussed are also applicable in other regimes. 

Section 2 contains a general introduction to the Fourier transform and intro
duces the power spectrum. Section 3 deals with the problem of detecting a signal 
in the presence of noise. In Section 4 it is discussed how to quantify the power of 
the signal and how to estimate its variance using the power spectrum. Section 5 
discusses how to search a power spectrum by making use of the basic properties of 
power spectral statistics only, usiug "independent trials". At the end of this section 
there is a summary in "recipe" form of how to simply search a power spectrum 
for a weak signal. In Section 6, a detailed discussion is given of the specific case 
of detecting a sinusoidal signal. The subject of Section 7, finally, is a method of 
searching power spectra for various types of signal simultaneously. The methods 
discussed in Sections 6 and 7 have in common that because higher demands are 
made on the tests performed on the power spectrum than in Section 5, the test 
statistics are no longer simple (in particular, "dependent trials" are considered) 
and have to be evaluated by simulations. 

The present exposition owes much to the paper by Leahy et al. (1983). Some 
of the material discussed is also contained in Chapter 2 of the review about quasi
periodic oscillations by Lewin, van Paradijs and van del' Klis (1988), hereafter 
Paper 1. 

2. THE FOURIER TRANSFORM 

2.1. Introduction 

In this section (2.1) the Fourier transform is introduced in very general terms. 
We do not yet worry about summation indices and the like; such details are filled 
in in the following sections. 

A Fourier transform gives a decomposi tion of a signal, say, x( i), into sine waves. 
At any given frequency w, one can find a set of values (a,<p) or (A,B) such that 
the sinusoid a cos( wi - <p) = A cos wi + B sin wt best fits the data x( t) 1. Do this for 
a sufficient number of different frequencies Wj, then the signal can be written as 

1 (a, <p) and (A, B) are, of course, related by a = vA 2 + B2 and tan <p = B / A 
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xCi) = ~ L aj cos(u..'jt - <pj) = ~ L (Aj coswji + Bj sinwjt). (2.1) 
j j 

The Fourier coefficients A j and B j cau be straightforwardly computed as 

.4j = L Xk COSWjik 

k 

B j = LXksinwjtk' 
k 

(2.2) 

where Xk = X(tk)' It can be seen from Eq. 2.2 that Aj and Bj are simply the 
correlation of the signal Xk with a sine or cosine wave of frequency Wj: if there 
is a good correlation then the corresponding Fourier coefficient is high and gives a 
large contribution to the sum in Eq. 2.1 which reconstructs the signal out of sine 
waves. 

For easier handling of the two numbers (( A, B) or (a, <p)) which one obtains at 
each frequency, it is possible to represent the Fourier transform in terms of complex 
nunlbers: 

(2.3a) 

(2.3b) 

where i 2 = -1. The complex l1lunbers aj are called the (complex) Fourier 
amplitudes; together they form the Fourier transform of the x k. Inversely, the 
Xk form the inverse Fourier transform of the aj. \Vriting aj as lajlei<f>j, we 
see (Eq. 2.3b) that the signal ;-Ck is now decomposed into functions of the form 
aje-iWjtk = lajle-i(wjtk-¢j) = lajl(cos(Wjtk - <pj) - isin(wjtk - <Pj)), having a non
zero imaginary component. This is nothing to worry about: in this representation 
both positive and negative frequencies are considered, with W_j = -Wj, and if the Xk 

are real numbers then one sees from Eq. 2.3a that a_j = aj (the asterisk indicating 
the complex conjugate), so that the imaginary terms at j and -j (i.e., at Wj and 
W_j) cancel out and the end result in the summation (2.3b) is (2/N)lajl cOS(Wjtk
<Pj), strictly real. 
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2.2. The Discrete Fourier Transform 

We now get a bit more specific and define our signal as a series of N numbers 
x k (k = 0, ... ,N - 1); in the applications discussed in this article, x k will always 
stand for the number of photons detected in bin k. The discrete Fourier transform 
a j (j = - N 12, ... ,N 12-1) decomposes this signal into N sine waves. The following 
expressions describe the signal-transform pair: 

N-l L :ekc27rijk/N . N N 1 
)=-2'···'"2- (2.4a) 

k=O 

N/2-1 
1 '" -27rijk/ N 

Xk = N ~ 0je k = 0, ... ,N-1. (2.4b) 
j=-N/2 

If, as before, the signal is an equidistant time series of length T, so that x k 

refers to a time tk == kT IN, then the transform is an equidistant "frequency series", 
and aj refers to a frequency Wj == 27rlJj = 27rjIT. The time step is 6t = TIN; the 
frequency step is 61/ = liT, and substituting 27rjklN = Wjtk, we find back Eq. 2.3. 

It is a matter of taste where one puts the factor liN in Eq. 2.4; definitions 
where this factor appears in Eq. 2.40, or where both sums are preceded by a factor 
1/VN are also possible and do, in fact, occur in literature. 

Note that the number (N) of input values Xk equals the number of output 
values a j; if the x k are uncorrelated, then the a j are as well. The discrete Fourier 
transform gives a complete description of the discrete signal; the highest frequency 
needed for this complete description is 1/N/2 = !NIT. This frequency, equal to half 
the "sampling" frequency defined by the spacing of the Xk, is called the Nyquist 
frequency. An oscillation at l.lN/2 corresponds to an alternating "up-down" signal 
in the Xk. Note that a_N/2 = I:k Xke-7rik = I:k Xk( _l)k = aN/2; it does not 
matter whether one puts the Nyquist frequency at the positive end or the negative 
end of the Fourier transform. At zero frequency, the result of Eq. 2.4a is just the 
total number of photons detected; ao = I:k Xk == N ph . 

2.2.1. The Fast Fourier Transform. The fast Fourier transform (FFT) is a 
computer algorithm to efficiently compute the discrete Fourier transform. Often, 
but not always, the data is constrained by these algorithms to have a number of 
bins N equal to a power of 2. See, e.g., Press et al. (1986) for an exposition of the 
functioning and sample computer codes of FFT algorithms. 



31 

2.3. The Continuous Fourier Transform 

The continuous Fourier transform decomposes an infinitely extended continuous 
function x (t) (-00 < t < (0) into an infini te number of sine waves: 

a(v) = j<Xl :r(t)e271"vit dt 
-<Xl 

-00 < v < 00 (2.5a) 

x(t) = f: a(I/)e-271"vit dv -00 < t < 00. (2.5b) 

When doing analytical calculations, the continuous Fourier transform has a 
number of pleasing properties (for example, the continuous Fourier transform of a 
sine wave is a delta function; this is not in general true for the discrete Fourier trans
form, see Fig. 6.1a). Therefore, theoretical predictions of the shape of the Fourier 
transform of a signal are usually in terms of the continuous Fourier transform. 

Unfortunately, in the real world the data are not infinitely extended nor con
tinuous, and one might well ask what is the relation of Eq. 2.5 with the discrete 
Fourier transform of a discretely sampled section of x( t). This question will be 
adressed in Section 2.5. 

2.4. The Power Spectrum 

A result known as Parseval's theorem states: 

N-l N/2-1 

L l;q:12 =~ L lajl2. 
k=O j=-N/2 

(2.6) 

This implies that there is a relation between the summed squared modulus of the 
Fourier amplitudes and the total variance of the data: Var(xk) == Ek(Xk - xl = 
" 2 1 (" )2 1" 1 12 1 2 1 uk Xk - N uk Xk. = N uj (lj - NaU' so t lat 

j=-N/2 
#0 

(2.7) 

Adopting the normalization used by Leahy et ai. (1983), we will define the power 
spectrulu as 

. N 
J = 0""'2' (2.8) 

where Nph is again the total number of photons Ex k = ao and a i is given by 
Eq. 2.4a. Using once more the result that for real data lajl = la_jl and taking 
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account of the fad that the term at the Nyquist frequency occurs only once 111 

Eq. 2.7, we find for the expression for the total variance in terms of the Pr 

(2.9) 

Note the differences in the indexing of (Ij and Pj. Computer implementations of 
the FFT usually employ a storage scheme that is different again (Fig. 2.1). 

aj _!i.. -'t+ 1 -1 0 1 't- 2 't- I 2 

Pj 0 1 't- 2 't- I N 
'2 

FFT 0 1 't- 2 't- I 1:!.. 
2 

-'t+1 -1 

Fig. 2.1. Storage schemes. The FFT scheme may differ between implementations 
- in this example bin - J;f + 1 follows bin J;f. 

Often the variance is expressed ill terms of the fractional root-mean-square 
(rms) variation in the Xk: 

I' == 
iJ Var(;rk) 

x 

""N/2-I P Ip 
L.Jj=1 j + 2" N/2 

Nph 
(2.10) 

Sometimes r is expressed in terms of a percentage, and is then also called the 
"percentage nns variation". A sinusoidal signal at the Fourier frequency IIj (see 
Section 4 for the 1110re general case) :1' k = A sine 27l' II jt d will cause a spike at II j in 
the power spectrum with 

N2 
Pj,sine = 1 __ A2 

2 Nph 
(2.11 ) 

The reason for choosing this apparently rather a\vkward normalization for the pow
ers lies in the statistical properties of the noise power spectrum, to be described in 
Section 3. 

If the data consist of the sum of a number of independent signals: x k == Y k + Z k, 

then the so-called superposition theorem ("the transform of the sum is the sum of 
the transforms") says that if bj and Cj are the Fourier transforms of Yk and Zk, 
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respectively, then the Fourier transform of Xk is aj = bj + Cj. This means, that a 
similar superposition principle does not apply to power spectra: 

(2.12) 

However, if one of the two signals summed consists of random uncorrelated noise, 
then the cross-terms will tend to average out to zero. 

2.5. The Relation between the Discrete and the Continuous Fourier 
Transforll1 

The answer to the question posed in Section 2.3 about the relation between 
the discrete and the continuous Fourier transform can be obtained by making use 
of one of the powerful theorems of Fourier analysis, the convolution theorem. This 
theorem states, that the Fourier transform of the product of two functions is the 
convolution of the Fourier transforms of these two functions. So, if a(v) is the 
continuous Fourier transform of x(t) and b(v) that of y(t) then the continuous 
Fourier transform of x(t)y(t) is a(v) * b(v) == J~oo a(v')b(v - v')dv': "the transform 
of the product is the convolution of the transforms". The inverse is also true ("the 
transform of the convolution is the product of the transforms"), and in the case of 
the discrete Fourier transform analogous theorems apply. 

Now suppose that a( v) (-00 < v < 00) is the continuous Fourier transform 
of the infinitely extended continuous function x(t) (-00 < t < 00). Suppose, 
furthermore, that x k (k = 0, ... , N - 1) is a finite discrete time series defined as 
Xk = X(tk)' where tk = l..:TjN, i.e., :Ck is a discretely sampled section of x(t). 
Then we see (Fig. 2.2a) that the relation of :r( t) with x k is given by a double 
multiplication: x( t) has been multiplied with a "window function" 

. { 1, w(t) = 
0, 

and with a "sampling function" 

where o(t) is the Dirac delta function. 

0-::; t < T 
otherwise, 

(2.13) 

(2.14) 

Consequently, the relation of a(l!) with aj is given by a double cOl1volu
tiol1(Fig. 2.2b): a(//) must be convolved with the Fourier transforms of both the 
window function and the sampling function. 

Because (to be consistent with Eq. 2.4) we have chosen the window function 
to be asymmetric around t = 0, the "window transform" l-V(v) turns out to be 
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1['( t) WINDOW FUNCTION 

,r(t)w(t) WINDOWED TIME SERIES 

i (t) SAMPLING FUNCTION 

x(t)w(t)i(t) WINDOWED AND SAMPLED TIME SERIES 

TIME 

Fig. 2.2. a) Obtaining the discrete time series Xk as a discretely sampled section 
of x( t) involves a d01lble m'/lltiplication. 

complex. To understand what is going on, it is sufficient to consider the power 
spectrum of Well): 

IW(v)1 2 == 11: w(t)e 21r,'it d{ = I sin7r:T 12 (2.15) 

For a symmetric wet) we would have FV(v) = sin(7rvT)/7rv. The Fourier transform 
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Fig. 2.2. b) The discrete Fo~trier tran,~form a j of x k is obtained out of the contin
uous Fourier transform a(v) by a do·ttble convol·ntion. The fig~tre shows the power 
spectra corresponding to the var·io1ts FO'nrier transforms. Vedical dashed lines in
dicate the Nyquist frequency. 

of an infinitely extended periodic series of delta functions such as the sampling 
function i( t) is again an infinite periodic series of delta functions; 

(2.16) 
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The functions wet) and i(t) and the power spectra corresponding to l'V(v) and lev) 
are plotted in Fig. 2.2. 

The convolution of a( II) with Hr( 1)) causes all features in a(v) to become wider; 
in particular, a delta function can be seen in Fig. 2.2 to change into shifted version 
of l1'(v); a peak of finite width with side lobes. The convolution of an arbitrary 
function with a delta function at 1/0 is a shifted version of the original function: 
f(v) * b(v - vol = f(v - 1/0)' Therefore, the convolution of a(1/) with 1(1/), which 
is a series of delta functions with spacing N /T results in a convolved function 
a(1/) * lev) that repeats every N/T frequency units. 

For a real signal xCt) we have, as before, aC-v) = a(1/)*, so that Ja(vW = 
Ja( -v)J2: the power spectrum is symmetric around v = O. The final result is that 
the power spectrum of the conw)lved function Ja(v) * l(v)J2 is reflected around the 
Nyquist frequency vN/2 = tN/T. This causes features with a frequency exceeding 
the Nyquist frequency by Vx (::;0, located at v = VN/2 + vx) to also appear at a 
frequency 1/N/2 - vx, a phenomenon known as aliasing; the reflected feature is 
called the alias of the original one. 

Using Eqs. 2.13 and 2.14 it is straightforward to show that the discrete Fourier 
amplitudes a j are the values at the Fourier frequencies Vj == j /T of the windowed 
and aliased continuous Fourier transform a IVI( v) 

00 

aWI(v) == a(v) * W(II) * lev) = J x(t)w(t)i(t)e211'ivt dt 
-00 

so that a WI(j /T) = aj. Explicitly performing the convolution of a( 1/) with l( 1/) we 
finally have: 

aj = aw](j/T) = aw(j/T) * l(j/T) = ~ f aw (1/j - e~) , 
(=-00 

(2.17) 

where we have used Eq. 2.16 and where Ilj = j/T and ClIV(V) == a(v) * l1'(v). 
To summarize, the transition from the continuous Fourier transform to the 

discrete Fourier transform involves two operations: windowing, a convolution with 
the function 11'( 1/), which is essentially a peak with a width bv = l/T plus sidelobes, 
and aliasing, a reflection of features above the Nyquist frequency back into the 
range (0, VN/2)' \Vinclowing is caused by the finite extent, aliasing by the discrete 
sampling of the data. 
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In practice, aliasing is not so much of a problem as one might fear, as the data 
are not really discretely sampled at intervals Dt = TIN, but rather binned into time 
bins with a width {it. This is cquivalent to convolving the data with the "binning 
window" 

bet) = {NIT, 
0, 

T T 
-2N < t < 2N 

otherwise 
(2.18) 

before the discrete sampling. Applying the "inverse" convolution theorem, we see 
that the effect of this on the Fourier transform will be that a( ll) is multiplied with 
the transform of bet): 

B( v) = sin7rvTIN 
I 7rvTIN' (2.19) 

This function drops from a valuC' of 1 at v = 0 to 0 at v = NIT; halfway, at the 
Nyquist frequency it has a vnlne of 2/7r, so that the effect of this multiplication 
is a considerable repression of the high-frequency features that could be aliased 
back into the frequency range (0, IIN/2)' This is understandable; the effect of the 
binning is nothing else than averaging the time series over the bin width TIN so 
that variations with a frequency close to NIT are largely averaged out. 

The problems caused by the windowing can be more serious; the "leakage" 
caused by the finite width of the central peak of W(v) and by its side lobes can 
strongly distort steep power spectra (they become less steep, e.g., Deeter, 1983) 
and, as we will see later on, it can spread out delta functions over the entire power 
spectrum. 

2.6. Literature 

The "handy cookbook" of time scries analysis has yet to be written. A good 
standard reference that covers a large amount of information but is not always easy 
to follow is Jenkins and \Vatts (1 06S ). I\'I uch easier are the texts by Bloomfield 
(1976) and Bracewell (1065). A very clear exposition of some basic principles of 
Fourier analysis stressing intuition rather than mathematics can be found in Press 
et al. (19S6). 

3. POWER SPECTRAL STATISTICS 

3.1. Introduction 

The process of detecting something in a power spectrum against a background 
of noise has several steps. The first thing we need to know is the probability 
distribution of the "noise powers" Pj,noise in a power spectrum of data consisting 
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only of noise. If one or Iuore of the powers Pj in the observed power spectrum differ 
significantly from the values expect.ed from noise, then we may conclude that we 
have detected a "source signal", which is the term I shall use to indicate intrinsic 
variability in the x k other than due to background noise. 

To quantify the power of the source signal, i.e., to determine what the "signal 
powers" Pj,signal of the source signal would have been in the absence of noise (or 
to determine their upper liluit), we must consider the interaction between the 
noise and the signal powers. 

This quantitative knmvledge about the Pj,signal can be directly converted into 
a statement about the variance (or the 1'111S variation) of the source signal. To 
say something about other properties of the source signal we need to consider the 
expected shape of the signal power spectrum. The optimal way to detect a given 
signal will also depend on this expected shape. 

In this section, we will consider the first of these steps, signal detection, and 
consequently we must considf'r the probability distribution of the noise powers. 
The problem of quantifying thc signal power will be discussed in Section 4. For 
the interaction between the noise and signal powers, we will follow convention by 
making the following very simple assumption 

Pj = Pj,noise + Pj,signal' (3.1) 

Note that this is an approximation; as we have seen (Section 2.4), if it would be 
true that aj = aj,noise + aj,signa" and if the noise is random uncorrelated noise, then 
Eq. 3.1 is probably valid. Howcver, for a photon counting signal, the properties 
of the (e.g., Poissonian) coullting lloise will in general change with the count rate. 
As long as the amplitudes of the source signal are small with respect to those of 
the noise, so that the source signal call be seen as a small disturbance of the noise, 
Eq. 3.1 will be approximately correct. 

3.2. The Probability Distribution of the Noise Powers 

For a 'wide range of types of noise, the noise powers Pj,noise follow 2 the X2 

(chi-squared) distribution with 2 degrees of freedom (dof). The proof of this X2 
property of the noise powers proceeds approximately as follows (see e.g., Jenkins 
and Watts, 1968): 

The noise power Pj,noise = A],noise + Bi,Hoise' where Aj and B j are given by 
Eq. 2.2; Aj and B j are both linear combinations of the Xk. Therefore, if the Xk 

follow the normal dist.rihution, then the Aj and Bj do as well, so that Pj, by 

2 'With the exception of the power at the Nyquist frequency which follows the 
X2 distribution with 1 dof. 
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definition, is distributed according to the X2 distribution with 2 dof. If the x k 

follow some other probability distribution, for example the Poisson distribution, 
then it follows from the central limit theorem that for "certain" conditions on this 
other distribution the A j and B j will still be approximately normally distributed 
(for large N), so that the \2 property for the Pj still approximately holds. 

'While this "proof" may seem some\vhat unsatisfactory, the conditions for the 
central limit theorem to be applicable not being spelled out, in practice one finds 
that noise powers are nearly always X2 distributed, not only for Poisson noise, but 
also for many other types of noise. "\Ve shall see examples of this later on in this 
section. 

The normalization of the power spectrum defined by Eq. 2.8 is chosen such, 
that if the noise in the photon counting data l: k is pure Poissonian counting noise, 
then the distribution of the Pj.noise is exactly given by the X2 distribution with 2 
dof, so that the probability to exceed a certain threshold power level Ptbresbold is 
given by 

Probe Pj,noise > Pthreshold) = Q( Pthrcshold \2) U=1,N/2-1), (3.2) 

where the integral probability of the X2 distribution is defined as 

(3.3) 

where v is the number of do£. 
Because the Pj,noise follow this distribution, the power spectrum is very noisy; 

the standard deviation of the noise pO'vvers is equal to their mean value: (]" Pj = 

(Pj ) = 2. This noisy character of the power spectrum can not be improved by 
increasing the length T of the data or taking a coarser time step 8t; this just 
changes the number of powers. 

Two more 01' less equivalent methods are often used to decrease the large vari
ance of the Pj,noise' One is to rehin the power spectrum, averaging W consecutive 
frequency bins; the other to divide the data up into AI equal segments, transform 
these segments each individually and then average the resulting A1 power spectra, 
each normalized according to Eq. 2.8, where Nph is now the number of photons in 
one transforn1.. Both methods of power spectrum compression, of course, degrade 
the frequency resolution. 

As the time required to calculate the Fourier transform of N data points using 
an FFT algorithm is pl'Oportional to 1'1 log }'.,r, there is a computational advantage in 
the second method; the time saying factor is about 1 + log !vI / log N. In many cases, 
considerable additiona.l time savings result f1'0111 the smaller array sizes that need 
to be handled by the computer. For a variable source, a further advantage of the 
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second method is that cutt.ing up the data into smaller segments allows one to study 
variations in the power spectra as a function of, e.g., source intensity by selectively 
averaging power spectra obtaiued wit.hin certain source intensity intervals and that 
it allows the construction of t.wo-dimensiona.l images showing the time evolution 
of the power spectrum. These techniques have proven particularly useful in the 
detection of transient QPO phenomena. The first method, on the other hand, has 
the advantage of producing a power spectrum that extends to lower frequencies (the 
lowest measurable frequency being liT). It is possible to combine both methods; 
each power in the fina.l spectrum will then be the avera.ge of lVlW origina.l powers. 
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Fig. 3.1. The probability distribution of average noise powers for different values 
of the number of powers _MHT avc-raged. 

Because of the additive properties of the X2 distribution, the sum of AIW 
powers is distributed according to the :\"2 distribution with 2111lV dof, so that the 
powers in the averaged spect.rum will be distributed according to a X2 distribution 
with 2MW dof scaled by a factor l/]IIH'. The mean of this distribution is 2, its 
variance is 4/1I1W, and its standard deviation 2/ J A1H! so that for large MW the 
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spectrum becomes much less noisy. The probability for a given power Pj,noise in 
the averaged spectrum to exceed a Ptl.reshold is given by 

Prob( Pj,noise > PLhreshold) = Q( AllV Pthreshold I 2l\llV) , (3.4) 

where Q(x 2 Iv) is again given by Eq. 3.3. For large MW, this distribution tends 
asymptotically to a normal distribution (see Fig. 3.1) with a mean of 2 and standard 
deviation 2/VMW: 

. 1 (P P ) Q (PthreShold - 2) 11m Pro) j noise > threshold = Gauss ~, 
MW->oo ' 2/v MW 

(3.5) 

where the integral probability of the normal distribution is 

. _ 1 100 -t2 /2 QGallss(:~) = I?= e elt. 
V~1l' x 

(3.6) 

So, a considerable simplification can be obtained by averaging large numbers 
of powers, empirically determining mean and standard deviation of the averaged 
power spectrum to account for llon-Poissonian noise in the Xk (see Section 3.4), and 
then using Gaussian statistics. In the following, we will, unless otherwise stated, 
assume the more general case described by Eq. 3.4. 

3.3. The Detection Level - the Number of Trials 

Assuming the X2 property for the noise powers (Eq. 3.4), we can now determine 
how large a power must be to constitute a significant excess above the noise. 

Define the (1 - E) confidence detection level Pdetect as the power level that has 
only the small probability E to be exceeded by a noise power. So, if there is a power 
Pj that exceeds Pdetect then there is a large probability (1- 1") that P j is not purely 
due to noise, but also contains signal power (Eq. 3.1). 

A crucial consideration. occasionally overlooked, is the number of different Pj 

values, known as the number of trials Ntrial that one wishes to compare with 
Pdetect. Ntrial can be equal to tIlE' total number of powers in the power spectrum, or 
less than that if only a certain frequency range in the spectrum is considered. The 
probability to exceed Pdetect by noise should have the small value E for all powers 
in the frequency range of interest together, so that the chance per trial should 
have the much smaller value of about 3 E/Ntrial. So, the detection level Pdetect is 
given by 

3 The exact expression can be obtained by setting the joint probability for Ntrial 

values of Pj not to exceed Pdetect equal to 1 - to, which gives a chance to exceed 
Pdetect per trial of 1 - (1- E)(l/N'cia'), nearly equal to E/Ntrial for t <t:: 1. 
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f 
W- = Q(MWPdetectI2111W) 
1 trial 

(3.7) 

In Fig. 3.2, Pdetect is plotted as a function of Ntrial for various values of .M1V 
and for confidence levels of 90% (f = 0.1) and 90% (f = 0.01). Note that although 
Pdetect increases with the number of trials N trial , the increase is relatively slow. 

LOG (NUMBER OF TRIALS) 
Fig. 3.2. 90% (drawn) and 99% (dashed) confidence detection levels (minus 2) 
as a function of the n'umber of triniB. The n'!l.mber of independent powers, lIflV, 
averaged together due to rebinning of the power spectra by a factor TV and averaging 
111 different power spectTa increases by a factor of 2 in consecutive curves. The 
trials are assumed to be independent, so no overlaps between the lV-bin averages 
are allowed. As an example, for a power spectrum prod'ueed by averaging together 
2 "TaW" power spectra of 4 096 bins each and binning up the resulting spectrum by 
a factor of 4 to produce II. 1 024 -bin alJemge speci'rmn the 90% confidence detection 
level can be read from the clI:r'ue llnV = 8 at Ntl'ial = 1024 to be 5,8, 
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3.4. Non-Poissonian Noise 

For various reasons the noise in the ;r k can differ from purely Poissonian count
ing noise. The consequence of this is that the Pj,noise are no longer distributed ac
cording to Eq. 3.4; in general, correlations introduced by the noise process between 
the x k will introduce correlations between the Pj,noise, so that the noise power spec
trum will not even be flat any more. However, as we have seen in Section 3.2, under 
"certain" conditions one still expects the noise powers to follow a X2 distribution 
with 2 dof. Even if this is the case, the normalization will be different from that 
implied by Eq. 3.4 and will in general depend on j. 

3.4.1. Dead Time 

One reason why nOlse m the x k can be non-Poissonian is the occurrence of 
various instrumental effects snmmarized under the name "dead time" . Various 
types of dead tim.e exist, all of which considered here have in common that the 
instrument is unable to detect a photon for a given short interval of time Tdead after 
a photon has been detected; Tdoad may be constant, or depend itself on various 
instrumental parameters. 

The case where Tdcad is constant is typical for an X-ray proportional-counter 
dead time. If the incident connt. rate is A and the deteeted count rate p, then during 
an observation of length T the total dead time will be IlTTdead, so that ("incident 
= detected + missed") /\T = pT + pTTdeadA, or 

p= ----
1+ TdeadA' 

(3.8) 

This type of dead time introduces a correlation between the Xk: if a photon 
has been deteetecl in bin k, then there is a certain probability that the dead time 
interval associated with this photon extends into the next bin k + 1, and therefore 
the average chance to deteet a photon in bin k + 1 will be diminuished. This then 
means that the average chance in bin l..: + 2 will be slightly higher, eic., so that 
the final result is that a quasi-periodic oscillation is introduced into the x k with a 
frequency equal to the Nyquist frequency. Consequently, the noise power spectrum 
will rise towards vN/2' This constant Tdeacl process has been simulated by Weisskopf 
(1985). The result of these simulations is that the expectation value of the noise 
power spectrum (normalized according to Eq. 2.8, where Nph = pT) becomes: 

(P ) 'J( 2 [ .• J ( pTdead ) (Tdead) . 27rJ] 
j,noise =- 1-PTdeacI) 1+~ 1-PTdead TIN sm N . (3.9) 
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Fig. 3.3. The complicated dead time process of the EXOSAT ME (see Andrews 
and Stella 1985, Tennant 1987) strongly modifies the probability distribution of the 
noiu powers (drawn) with respect to that expected for a Poisson noise process. 
After scaling the distribution with the mean noise power, however, the match with 
the expected X2 distribution (d(Lshed) i<~ good. (Simulated QPO data; S1tm of 20 
power spectra.) 

The amplitude of the frequency-dependent component in the noise power spectrum 
is seen to be proportional to both the ratio of total dead time to total live time and 
the ratio of T dead to the duration of a time bin T / N. 

Another simple type of dead-time process is that where the instrument can only 
detect at most one photon per instrumental "sample" cycle, which has a duration 
Tsample. So, in this case Tdead is variable and lasts from the time a photon is detected 
until the end of the sample. If the arrival times of the incident photons are Poisson 
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distributed, then the chance that no photon arrives during Tsample is e-TsampleA, so 
that the chance that a photon is detected is 1 - e-TsamPleA, so 

1 - e -TsampleA 
It = ------------- (3.10) 

Tsample 

If each bin x k contains Nsample samples, then the number of counts in x k is 
the number of "successes" among Nsample trials, where the chance of success is 
p = 1 - e -Tsample A. This means that the x k follow (by definition) the binomial 

rather than the Poisson distribution, with lllean Nsample and standard deviation 
y'p(l - p)Nsample. Note that in this case no correlations are introduced between 
the Xk. 'With Eq. 2.9 for the total variance in the Xk and noting that Nph = L:xk = 
pN Ns am pie it can be derived that the average noise power will be 

(p . . ) - ') .. Tsample A - ')(1 ) 
),nOISe - _e - - - J-lTsample , (3.ll) 

as compared to 2 in the case of Poisson noise. 
In practice, dead-time processes are often llluch more complex than in the two 

examples above. In particular, there may be an interaction between dead-time 
processes in different instrumental channels (see Paper 1). However, usually one 
finds that the X2 property of the noise powers is at least approximately preserved 
(Fig. 3.3). 

3.4.2. Intrinsic Noise 

It is very common for the source signal itself to consist (partly) of noise. Such 
intrinsic noise signals can contain "cry useful information about the source and are 
worthwhile to try and detect over the background noise caused by, e.g., counting 
statistics; examples are reel noise and QPO. However, in many cases one wishes to 
consider such an intrinsic noise component as br ckground against which to detect 
another source signal component. In such cases it is of particular importance to 
test empirically the probability distribution of the noise powers. 

For example, a theoretical description of red noise as the integral of white noise 
(e.g., Deeter and Boynton 1982) suggests that the X2 property of the noise powers 
will apply for red noise. However, although any observed power spectrum that rises 
towards lower frequencies is often called a red noise spectrum, the underlying source 
variability is not specified by this power spectral property (it is not even necessarily 
a noise process) and the \:2 property can not be guaranteed. 

Again, in practice one usually finds that also for noise in the source signal 
the noise power distribution closely matches a X2 distribution scaled to the local 
average power (Figs. 3.4,3.5). 
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Fig. 3.4. a) An average of v1 vv power spectm of EXOSAT ME data on the source 
GX 5-1 showing red noise and QPO (qlWsi-periodic oscillations). b) The standard 
deviation of the v1 vv power val'l/.es averaged in each frequency bin. Inset: the ratio 
of b) to a). Standard devia.tion equals mean power as expected for x2 distributed 
powers. 

It is stressed that it is essential when looking for weak source signals to take 
into account the (likely) prCSCllCC of intrinsic noise. In particular it is completely 
wrong to use the normalization of the noise power distribution valid for Poisson 
statistics (Eq. 3.4) when trying to ueted something against a background of red 
noise. Note that red noise can 1>c present even if the quality of the data is not 



47 

-3 

-4 

Q -5 
~ 
~ 
U -6 
~ 
~ 

0 -7 
E-< 
>--
E-< ...... 
;..J a) ...... 
P:1 -1 
~ 
p:) 
0 

-2 ~ 
0... 

-3 

-4 

-5 

-6 

-7 

-8 
0 10 1. 20 2. 30 35 

POWER 

Fig. 3.5. a) Integral distribution of all individual powers in the 6166 power spectra 
of Fig. 3.4 a (crosses). Strong deviations from a x2 distribtdion (drawn line) d'ue 
to QPO and red noise are visible, b) Distribution of the same powers as in a), 
after dividing each individtwl power specir'um by the average specir'lLm of Fig. 3.4 a. 
The match to the X2 distribtdion is 'very close now. Small r-esid'lwl wiggles are d'lLe 
to the intrinsic variations of the shape of the QPO/red noise power- spectrum as a 
flLnction of source intensity. 

sufficient to clearly see the slope in the power spectrulll .1. 

If the X2 property is expected to apply then a correct procedure would for 

4 "Scrambling" techniques where the time order of the Xk is randomized are 
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example be to divide the power spectrum by some average red noise shape (e.g., 
a best-fit power law) in order to bring all noise powers back to one X2 distribution 
and then evaluate the significance of any excess. Obviously, the uncertainties in the 
description of the shape of the noise spectrum itself should also be taken in into 
account in such an analysis. 

4. THE SIGNAL POWER 

4.1. Introduction 

Any quantitative statement one can make about the signal power Pj,signal will 
be a statement of a probability based on the probability distribution of the noise 
powers Pj,noise, because the ouly thing one knows for sure is the total power Pj which 
is (Eq. 3.1) equal to the signal pmyer contaminated with an unknown amount of 
noise power. In Section 4.2 we will consider this process of quantifying the signal 
power. In Section 4.3 it 'will be discussed how to convert a statement about Pj,signal 

into a statement about the rms variation in the source signal. It is reiterated at this 
point that to say anything else about the source signal, e.g., about the amplitude of 
a sine wave, is an entirely different problem for which we need to model the shape 
of the signal power spectrum. For a sinusoid signal, this problem will be touched 
upon in Section 6. 

4.2. Quantifying the Signal Power 

4.2.1. Detected Signal Power. Supposing that we have a detection, i. e., for 
given j it is true that Pj > Pdctect, then we ask what is the probable value of the 
signal power Pj,signal at j. 

Determine a "limiting noise power leyel" Plloiselimit that has only a small prob
ability 1" to be exceeded in one trial: 

( 4.1) 

Then, with confidence (1 - 1") we can say that for given j Pj,noise < Pnoiselimit. 

Because according to Eq. 3.1 Pj,signal = Pj - Pj,noise, this implies that 

Pj,signal > P j - Pnoiselimit (1 - 1") confidence. ( 4.2) 

sometimes used to evaluate the probability to produce a certain feature in the 
power spectrum by chance given the distribution of the Xk. These techniques are 
incorrect when red noise is present, as the scrambling destroys the correlations in 
the x k underlying the red noise and artificially converts the red noise into white 
noise. 
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Note that a slightly misleading statement about this case occurs in Paper 1 (in the 
text after Eq. 2.13). 

4.2.2. Upper Limit to the Signal Power. If no significant power level has been 
attained by any of the Pi, then it is useful to determine an upper limit to the signal 
power. The (1 - 8) confidence upper limit PUL to the signal power is defined as the 
power level for which with (1 - 6) confidence Pi,signal < PUL irrespective of where 
(at which j) in the frequency range of interest this signal power may have occured. 
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Fig. 4.1. Relations bet'ween the detection lC'vel Pdetect) the "1lsually exceeded" level 

Pexceed) the maxim'um observed po'Wer Pmax ) the upper limit PUL and the sensitivity 

level Psensitive (see text). 

To determine PUL we define a power level Pexceed that has the large probability 
(1 - 8) to be exceeded by a given individual Pi,noise: 

1 - 15 = Q( Jill" Pexceed 12MW). ( 4.3) 

So, a fraction of approximately (1 - 8) of all powers considered will exceed Pexceed 

in the absence of a source sigual. lYe now find the largest actually observed power 
Pmax in the frequency range of interest, and write 

PUL = Pmax - Pexceed. ( 4.4) 

If for some j there would have been a signal power in the power spectrum with 
Pj,signal > PUL, then for that. j with (1 - 8) confidence P j would have exceeded 
P max = PUL + Pexceed (Eq. 3.1). As we know that for all j it is true that P j :::; P max, 



50 

we can say with (1 - 8) confidence that indeed for all j Pj,signal S; PUL. Note that 
the number of trials Ntrial does not enter into the calculation of P UL , as one reasons 
in terms of one hypothetical undetected signal power Pj,signal at given j. 

4.2.3. Sensitivity to Signal Power. It is sometimes useful to predict the ca
pabilities of a planned experiment in terms of its sensitivity to signal power. The 
sensitivity level Psensitive can be calculated on the basis of the (expected) probability 
distribution of the noise power as 

Pscllsitive = Pdetect - Pexceed, (4.5) 

where Pdetect and Pexcecd are defined in Eqs. 3.7 and 4.3, respectively. If there 
occurs a Pj,signal somewhere in the power spectrum that exceeds Psensitive then 
with (1- 8) confidence it will be detected (at the (1- c) confidence level associated 

with Pdetect). Note that Pscllsitive is not the same as PUL; in fact, Psensitive is in a 
sense the upper limit to PUL (see Fig. 4.1). 

4.3. The r111S Variation in the Source Signal 

Assuming that the signal power spectrum has been properly separated out 
from the total power spectrum using the methods described in Section 4.2, we can 
convert the signal power into the nns variation r of the source signal in the x k using 
the expression 

1·= 
W Lj Pj,signal 

.lVph 
( 4.6) 

(c.f. Eq. 2.10), where P j is an Al1fT time::; averaged power and where Nph is the 
number of photons per transform. 

We shall consider two effects that may cause a difference between the value of r 
obtained in this way and the actual value R applicable to the signal x( t) as emitted 
by the source. As we haye seen in Section 2.5, the binning of the data causes the 
power spectrum to be suppressed preferably towards the higher frequencies. The 
correction factor by which r should be multiplied is 

( R) = (3 = 7rvT/N 
l' binning sin 7rvT / N ' 

( 4.7) 

(c.f. Eq. 2.19), where v is SOllle appropriate average over the signal feature in the 
power spectrum. 

The second effect is our old friend dead time (see also Section 3.4.1). Provided 
that the variations in the signal of interest are slow with respprt to the dead time 
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process, the way in which dead time changes the signal is completely described 
by the instrument-dependent relation betweencA and J-l, the incident and detected 
count rates. Examples of such relations are givon in Eqs. 3.8 and 3.10; any relation, 
either theoretical or empirical, can he 1\sed. 

Expressing the relation as the dead time attenuation factor f(A) == J-li A, one 
finds that a small change 0).. in the incident rate causes a change 15J-l in the observed 
rate given by 

011_( ~df)I5A 
fl - 1 + f d)" )..' (4.8) 

From this expression we can derive the dead time correction factor 

( R) 10)..11 A (I A df 1)-1 
-;: dead time = a = 1151111 Jl = 1 + f dA 

( 4.9) 

See Paper 1 for a discussion of the case of dead-time interaction between several 
instrumental channels. 

One minor pitfall remains to he considered, being the practice of describing 
the signal power spectrum Pj.signal in terms of a function Psignal(V) defined such 
that Psignal(Vj) == Pj,signal. 'Vhen integrating this function one should note that 
J Psignal(V) dll = l,J ~ Pj.signal. Defining the excess power in the power spectrum 
due to the signal as Pexcess == TV ~ Pj.signal = T J Psignal(V) dv, we finally have for 
the fractional rm8 variation in the signal corrected for binning and dead time 

R= a/3 Pexcess I ).. c"f 1-1 7r1i/5t --= 1+--
Nph f d)" sin Trv/5t 

J Psign"l (v) dv 
I 

( 4.10) 

where I = NphlT is the count rate, Ii the average frequency of the signal feature 
in the power spcctrum, 8t = TIN the duration of a timc bin, and the sum and the 
integral run over all frequencies where the signal causes a non-negligible power (a 
power at the the Nyquist frequency should enter with a factor t, see Eq. 2.10). 

5. OPTIMAL DETECTION - INDEPENDENT TRIALS 

5.1. Introduction 

'When deriving the detection level from the noise power distribution in Sec
tion 3.3, we implicitely assumed that the trials (i. e., the powers to be tested against 
the detection level) would all have the same statistical properties, and that they 
would be statistically indepcnclmt. In particular, lIHV was assumed to be equal 
for all trials and no oycrlaps were allowed between the averages of HI bins. This 
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approach is not necessarily optimal for all signal shapes, but it has the enormous 
advantage that the statistical properties of any power excess that is found can easily 
be evaluated analytically from the known distribution of the noise powers. In this 
section, we develop the possibilities of this method to its limit by considering the 
optimal value of the number of bins to average, given the expected signal. In Sec
tion 5.4 the method as it has been developed in the previous sections is summarized 
in a step-by-step style. In Sections 6 and 7, we shall abandon the constraints that 
the trials should be equal and independent. 

5.2. Detecting a Narrow Feature 

The detection of a narrow featme in the power spectrum (defined as a feature 
in which all power is concentrated in one frequency bin) is a fundamental problem 
because the continuous Fourier transform of a strictly periodic signal consists of one 
or more delta functions (see, however, Section 4.5 for the case of the discrete Fourier 
transform). If the signal power of a narrow feature in a full frequency-resolution 
power spectrum is PsignaJ, then it will drop to PsignaI/(.MvV) after the frequency 
resolution has been degraded by a factor _~HV by one of the methods described in 
Section 3. For the method of averaging W adjacent bins this is immediately obvious; 
for the method involving division of the data into lv1 equal segments, this can be 
seen by using Eq. 2.9 (and assuming that the signal remains the same through the 
observation). 

The detection level also drops when the frequency resolution is degraded, both 
because the probability distribution of the noise powers in the average power spec
trum becomes narrower and because the number of trials decreases by a factor 
MW. In addition, the narrower noise distribution causes Pexceed to increase. How
ever, in the final analysis the sensitivity level Psensitive (Eq. 4.5) always drops more 
slowly than l/MW (Fig. 5.1), so that the conclusion is that for detecting a narrow 
feature in the power spectrum the highest sensitivity is reached for the maximum 
possible frequency resolution, i. e., by choosing AfvV = 1. Note that we have not 
specified what the source signal should be in order for the signal power spectrum to 
be narrow; as we shall see, the discrete Fourier transform of even a strictly periodic 
sinusoidal signal does not approximate a delta function very well. 

5.3. Detecting a Broad Feature 

Similar reasoning as in Section 5.2 shows that also for a feature of finite width 
t::.v the signal power summed over all frequency bins in the feature will drop 
proportionally to l/.i\;{vl1 when the frequency resolution of the power spectrum is 
degraded. However, as long as the width of the feature exceeds the frequency resolu
tion: t::.v > MvV/Tobs, where Tobs = AfT is the total length of the observation, the 
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Fig. 5.1. The sensitivity level as a junction of the n'umber of powers averaged 
(lvIlV) for various numbers of trials. The sensitivity level always decreases more 
slowly than I/111Hl. 

signal power in one frequeuey bin wi thin the feature will remain constant (strictly 
speaking, for a feature with a rectangular profile, and ignoring edge effects), because 
the number of bins in the feature !:::,./J I (l~I1V ITob,) is also inversely proportional to 
1I1VV. Because Psensitive drops as a fuuction of l1fTV, this implies that the sensitivity 
to the feature increases with jlfTI'. ,Vhen (lUW~/Tobs) > !:::,.v, we recover the case 
of Section 5.2, and the sensitivity begins to drop. So, the optimal value of lvHV is 
that which just concentrates all power in one bin: Tobs!:::"~/. 

The above argument. ignores the alignment between the feature and the fre
quency bins; for 1IllV = Tobs!:::,./J one is lucky when all power is in one bin; more 
likely is a situation where the power is distributed over 2 bins. It is possible to devise 
tests which take into account various possible alignments and which are optimized 
for specific shapes of the broad feature; some examples of this ,vill be considered in 
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Sections 6 and 7. 

5.4. Summary: Power Spectral Searches Made Easy 

In this section we collect all previous results into a "how to" recipe of testing 
the power spectrum for a weak signal using equal statistically independent trials. 

1. Determine the 111 and n" (Section 3.2). The optimal choice for .iVHV is that 
which approximately matches the expected width of the power spectral feature 
one desires to detect, Tobs~l/ (Sections 5.2 and 5.3), but gaps in the data or 
the desire to see the time evolution of the power spectrum may dictate M. 

2. Calculate the !vI power spectra normalized according to Eqs. 2.8 and2.4a. Note 
that Xk is the number of photons in bin k and Nph the number of photons in 
one power spectrum, 2: k :r k· 

3. Average the Al power spectra. 
4. Think about the noise power distribution (Sections 3.2 and 3.4). Does the 

noise power spectrum seem to be flat? Is its mean level 2.0? If so, the noise is 
probably dominated by Poissonian counting statistics - go to step 5. If not, find 
out why not. Try to determine whether the X2 property applies (Section 3.4). If 
you are satisfied that it does, you can divide the power spectrum by some mean 
noise power spectral shape and go on step 5. Otherwise, find out what is the 
distribution of the noise powers and determine the detection level accordingly. 

5. Determine the detection level (Eq. 3.7, Fig. 3.1). 
6. Check the average spectrum for powers exceeding the detection level. 
7. Quantify the signal power in terms of a detection (Section 4.2.1) or an upper 

limit (Section 4.2.2). 
8. If necessary, multiply back in the noise power shape you may have divided out 

in step 4. 
9. Convert the signal power into the relative rms variation of the source signal, 

correcting for the effects of binning and dead time (Section 4.3). 
10. To say more about the signal, you need to model its power spectrum. For a 

sinusoidal signal, see Section G. 

6. DETECTING A SINUSOIDAL SOURCE SIGNAL 

6.1. Introduction 

When searching for an X-ray pulsar, the first assumption that is made is often 
that the pulse shape is sinusoidal- and for many X-ray pulsars, of course, this is not 
a bad assumption. In this section, we first derive the shape of the discrete power 
spectrum of a sinusoidal signal of arbitrary frequency and phase, and then consider 
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in some detail how to optimize a power spectral search towards detecting a weak 
sinusoidal signal. \Ve allow t.he possibility of dependent trials, which means that 
detection levels have to be ddf'l'llliued by simulations. Throughout this section, we 
ignore the binning and dead time corrections (Section 4.3). 

6.2. The Power Spectrum of a Sinusoidal Signal 

The continuous Fourier transform of a sinusoidal signal is a delta function. 

a) 
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Fig. 6.1. a) The discrete power spectrum of a sirwsoid with an arbitrary frequency. 
b) Same, with freq'uency equal to a F(I'ltTier frequency. 
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However, if one calculates the FFT of some arbitrary sinusoid the result, more 
likely than not, will be something, similar to Fig. 6.1a. The reason that this power 
spectrum does not look very much like a delta function is of course that is was 
calculated from a discrete Fourier transform. As discussed in Section 2.5, windowing 
causes a strong distortion of the Fourier transform. (The reason that the spectrum 
in Fig. 6.1a does not look very much like the window transform TV(v) of Section 2.5 
either is that the frequency resolution of a discrete Fourier transform is equal to 
the width of the side lobes of W(l/), namely, l/T). Only when the frequency Vsine 

of the sinusoid is equal to one of the Fourier frequencies Vj = j /T will all power be 
concentrated in one bin of the discrete Fourier transform (Fig. 6.1b). 

The discrete power spectrum of a sinusoidal signal 

(6.1) 

can be calculated directly from Eq. 2.4a by making use of the result 

(6.2) 

(e.g., Bloomfield 1976). The result of this calculation is 

1 12 1 42N2 (sinl!'x)2 [( l!':I.)N)2 ( 1l'X/N )2 a' = - -- + + 
J 4- l!'X sinl!'J)N sin[1!'(2j+x)/N] 

( 1l'X/N ) ( l!':I.)N) ') . 1 +2 . /N . [(? )/Nj cos[(N-1)(~1!'(J+x)/N)+21>j ,(6.3) S111l!'X S111 11' ~J + ;1: 

where x = (Vsine - v j)T, the frequency offset of the sinusoid frequency from fre
quency bin j in units of the Fourier frequency step l/T. The dependence of this 
expression on the phase 1> of the sinusoid is small except for j close to 0 or N /2 
(Fig. 6.2). The function describing the signal power at Vj as a function of x is of 
course closely related to IW(l/)j2 (Eq. 2.15). For x/N ~ 1 and 0 ~ j/N ~ ~, 
i. e., for frequency bins close to Vsine and not too close to either zero or the Nyquist 
frequency, expression (6.3) reduces to 

1 12 142Nz(sinl!'x)2 (t. ~-.. --
J 4 11':1.: 

(6.4) 

This function, normalized to 1 at :r = 0 is shown as the drawn curve in in Fig. 6.2b. 
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Fig. 6.2. Response po'wer at Vj to a .sin'lt.soidal signal a.s a function of Vsine - Vj 

in units of the independent FouTicr fTeq'/Leney step (IFS). Calculations are for N = 
1024. a) j = 2. Curves arc for 'lJaTio'u,s phases of the sinusoid. b) Phase-averaged 
curves. Drawn: j = 200; dashed: j = 2; dotted: .i = 510. 

6.3. Single-Power Response 

The highest power in the signal power spectrum will be obtained at the Fourier 
frequency Vj closest to Vsine. Normalized to a power of 1 for Vsine == Vj (x = 0), this 
power varies between 0.405 and 1, with an average value of 0.773 (Fig. 6.5, drawn 
curve). In the following we will use the term "input power" for the power that 
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Fig. 6.3. Discrete power spectm of a sinusoidal s'ignal with frequency offsets from 
the nearest Fourier freq'nency as indicated. Nearly all power is in all cases concen
trated in the two bins clas est to Vsille' 

would have been caused by the sinusoidal signal if Vj = Vsine; the "response power" 
is the power that is actually produced in the signal power spectrum. The "response 
function" is the response power divided by the input power as a function of x, and 
the "response" is the highest response power in the power spectrum divided by 
the input power. So, the drawn curve in Fig. 6.2b is a response function. For this 
curve, the input power is 1, the response power depends on x and is between 1 and 
o and the response depends on a; and is between 1 and 0.405. This "ripple" in the 
response to a sinusoidal signal implies that we can not exactly predict the highest 
response power for a sinusoidal signal of given input power and arbitrary frequency: 
the best we can do is calculate the probability distribution of the response. 

This fact should in principle be taken into account when interpreting a power 
spectrum in terms of the properties of a sinusoidal source signal. For example, 
to set an upper limit to the amplitude A of the signal when no significant power 
has been detected, one should take into account that A. depends not only on Pi> 
but also on x, ¢ and, mostly via th,., hinning factor, on j. The canonical method 
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Fig. 6.4. Averaged response power in two adjacent bins j and j + 1 as a function 
of the freq1Lcncy offset ,r of thc sin'usoidal signal from bin j. 

is to first determine an upper limit to Pj,siguaJ using the noise power distribution 
(Section 4,2.2), and then convert this into an upper limit to A by using the average 
value (0.773) of the response. However, a signal with an amplitude considerably 
larger than the upper limit A.UL obt.ained in this way can easily be hidden in the 
data if its frequency happens to be dose to halfway two Fourier frequencies. If 
there is a Pj,sigllaJ somewhere in the spectrum that actually reaches the limiting 
level PUL , then there is a probability of ~44% that A. > A UL . The factor by which 
A can exceed AUL is at most 1.4, which would in most circumstances probably not 
be considered a large error. A better way of obtaining AUL would be to consider 
the bivariate probability fund-ion of A in its dependence on Pj,lloise and x, (the 
dependence on ¢ is weak, and tha.t on j is usually kept). 

6.4. Optimal Detection of a Sinusoidal Signal 

The ripple in the single-power l'("sponse to a sinusoidal signal will cause one to 
preferably miss signa.ls with a frequency halfway between two Fourier frequencies. 

Inspection of Fig. G.3 shows that in this case (;r = 0.5) nearly all power in 
the signal is divided betwccn t.he t.wo adjacent bins - power loss to frequency bins 
further out is relatively small. This suggests taking two-bin averages as a method 
to diminuish the ripple. Note that degrading the frequency resolution by dividing 
the data into AI segments (Section 3.2) will not diminuish the ripple at all, but will 
instead lead to a loss of sensitivity similar to that discussed in Section 5.2. 
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average (dashed) and two-bin no-o-vcTlap (dashed and dotted) schemcs. 

Fig. 6.4 shows the average power in two adjacent bins as a function of x. To 
take full advantage of the flat part (C-E) of the two-bin response, it is necessary 
to consider overlapping averages (t( lajl2 + laj+l12); t(laj+112 + laj+21 2); ... ), 
otherwise in 50% of the cases the signal would still be in between bins (section B-C 
of the response). This means that the number of trials will nearly be equal to the 
single-bin case. In Fig. 6.5 the response of this 2-bin average, I-bin overlap scheme 
(to be indicated henceforth as (2,1» is compared to the single-bin (1,0) approach. 
The (2,0) response is also indicated. The (2,1) response is a factor 2 lower than the 
(1,0) one at x = 0, but the corresponding detection level is also much lower, the 
noise having been averaged over two bins. The (2,1) response varies between 0.5 
and 0.405 with an average of 0.45l. 

Because of the overlap bet\vccn the (2,1) trials, the chance to exceed a certain 
power level by noise can not be straightforwardly estimated analytically. One can 
perform simulations of many noise power spectra to determine the chance to exceed 
a certain power level by noise somewhere in the power spectrum as a function of 
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Fig. 6.6. 90% confidence detection level,q as a function of the number of frequency 
bins in the power spectrum JOT the (l,O) (dmwn) and (2,0) (dashed) schemes as de
terminedfrom Eq. 3.7 (MIV = 1), and the (2,1) (filled circles) and B&IB (crosses) 
schemes as determined jrom sim:lllations of noise poweT spectm. Each point corre
sponds to 10 4 simulated powe'f' spectra; e'f'TOT bars are smaller than the points. 

the number of bins in the power spectrum. Results of simulations of this type are 
given in Fig. 6.6 in terms of the 90% confidence detection level (filled circles). It 
can be seen that the detection level is scarcely higher than for (2,0) sampling of 
the power spectrum (dashed curve), despite the hvice higher number of trials. The 
reason for this is the large dependence of the extra trials in the (2,1) scheme with 
those already in the (2,0) sdlenle. 

Another method of decreasing the ripple, used in pulsar radio astronomy 
(Backer 1988, priv. comm.) is ·'int<:'rhinning". In this method (Cullers et al. 1(84), 
an extra frequency bin is createel in between each two Fourier frequencies by cal
culating the difference of the adja.cent complex Fourier amplitudes. One calculates 
the "interbin amplitude" 
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Fig. 6.7. Interbin response po·wer at j + ~ for an input power of 1 (drawn) compared 
to response power at j (dashed) as function of the frequency offset x. The interbin 
reponse has its maximum at x = ~. 

7r 
aj+t = 4(aj - aj+l). (6.5) 

The response function of this "filter" is 

(~ cos(7r(x _ ~)))2 
4 7rx(l-x) 

(6.6) 

This function is plotted in Fig. 6.7 together with the response function of 
one of the adjacent bins. The inter bin response function is seen to be wider; its 
normalization is such that the response is 1 when Vsine is exactly in between Fourier 
frequencies. The ripple in the response of bins and interbins (henceforth B&IB) 
together is even less than that in the (2,1) scheme: it varies between 1 and 0.857 
with an average of 0.951. The number of trials in the B&IB scheme is twice that 
in the (1,0) or (2,1) schemes. Again the detection levels of the B&IB scheme must 
be determined with the help of simulations. In Fig. 6.6 some preliminary results 
are given (crosses). Note that the choice of one single detection level for bins and 
interbins together is not necessarily optimal, as the noise distributions of bins and 
interbins are different. In fact, the reason that the detection levels of the B&IB 
system are seen to be considerably higher than those corresponding to single-bin 
trials (1,0), is not so much the twice higher number of trials but the fact that the 
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In this example, N = 8192 (4095 bins in the power spectrum). For input powers 
between 19.1 and 47.2, the iL'vernge cha1!,r:e to detect the signal is 73, 80 and 77%, 
respectively. 

average noise level in the interbins is higher than in the bins by a factor ",,1.23. 
Knowing the detection levels (Fig. 6.6) and the probability distributions of 

the response to a sinusoidal signal that can be derived from the response functions 
(Figs. 6.5 and 6.7), one can estimate the probability to detect a sinusoidal signal 
of given amplitude in the various schemes ((1,0),(2,1),B&IB) as a function of the 
number of bins in the power spectrum. Fig. 6.8 displays the probability to detect the 
signal as a function of the input power for a power spectrum containing 4095 bins 
(the Nyquist frequency 'was excluded), where the phase-averaged response functions 
were used, and where the approximation was made that Pj = Pj,signal + 2 rather 
than folding in the noise power distribution; given the large signal powers considered 
this is probably not a serious approximation. It is seen that the curves of the (2,1) 
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derivative. The sinusoid freq'uency changes by 100 Fourier frequency steps during 
the observation. 

(dashed) and B&IB (clotted) schemes are quite similar and much steeper than that 
of the (1,0) scheme (drawn). The latter method has some probability to detect weak 
signals which are always missed by the fanner two, but signals always detected by 
the (2,1) and B&IB schemes will sometimes be missed by the (1,0) scheme. 

When the input power is arbitrary, the methods can be compared by deter
mining the average chance to detect a signal over the entire range of input powers 
where the three methods give different chances to detect the signal (for very high 
input powers the chance to detect is 1 for all methods, for very low ones, 0). The 
results of the preliminary simulations presented here seem to indicate that the dif
ferences between the methods are small, t,hat the (2,1) method is best and the (1,0) 
method worst, with the B&IB method intermediate. However, the differences are 
sufficiently small for the approximations of the simulations to become relevant. 

In any case it seems clear, that even for strictly periodic sinusoidal signals the 
single-bin approach is not always optimal. If there is any intrinsic broadening of 
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Fig. 6.10. Highest power in a power spectrum of a sinusoidal signal with a 
constant v as a function of vT2. 

the signal, then the frequency resolution should certainly be degraded to optimize 
the search. 

6.5. Sinusoidal Signal with Varying Frequency 

The shape of the power spectrum in the case of a sinusoidal signal with a 
constant frequency derivative i; is mainly determined by the number of bins in 
the power spectrum that the frequency changes during the observation (vT2 ). In 
general, the power spectral peak will have a width equal to this; the power will be 
more or less equally spread out over the peak (Fig. 6.9). 

Averaging over all possible phases of the sinusoid and the over the initial fre
quency offset x one finds that the highest power in the power spectrum drops rapidly 
for vT2 > 2 (Fig. 6.10). As ,ve have seen in Section 5.3, the frequency resolution of 
the power spectrum should be degraded to match the width of the peak for optimal 
sensitivity. 
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Another type of frequency variations that is encountered in practice is that 
caused by orbital motion. In this case, the frequency will change periodically with 
an amplitude vaJ( Ie (where Vo is the rest frequency, J( the velocity amplitude of 
the orbital motion and c light speed) and a period equal to the orbital period 
Porb. If the observation is much shorter than the orbital period: T «: Porb, then 
we approximately recover the previous case with v ~ vo(J(lc)(27rIPorb)cos~orb' 
where ~orb is the orbital phase. 

If on the other hand T .<: POl'b then the power spectrum gets quite complicated, 
a central peak at Va being accompanied by many side lobes with a separation II Porb. 

Often, one tries to deal with the complexities of this situation by cutting up the 
observation into AI segments and demanding that the change of frequency caused by 
the orbital motion is less than one frequency bin in any individual power spectrum. 
This implies 

T< (6.7) 

However, this condition does not prevent the power spectral peak from moving from 
one bin to the next in successive power spectra, so that a broad peak in the average 
spectrum in any case results. 

An in principle very pmvcrful method to deal \'lith variable-frequency signals 
is "precorrecting": correcting the arrival times of the data for different assumed 
binary orbital parameters 01' frequency dcrivative,s in the hope to recover a constant
frequency signal. A large gain in sensitivity can in principle be attained with this 
method. However, often the number of different sets of parameters one needs to 
try is prohibitive. 

7. COMPREHENSIVE POWER SPECTRAL SEARCHES 

In the previous sections we have considered how to optimize power spectral 
searches to finding specific features of known width. Often, the signal( s) one is 
looking for are not sufficiently dosely constrained to predict the width of the feature 
in the power spectrum, or one wishes to look for source variability in general. In 
that case, one needs to perform a search of the power spectrum that is sensitive to 
narrow as well as broad features. 

A reasonable approach secms to search the power spectrum several times, us
ing different values of 1"\'1. The trials in these searches will obviously be strongly 
interdependent, so that the detection levels will again have to be determined using 
simulations, and should take into account the total number of trials in the entire 
search. The degree of interdependence of the trials, and therefore the detection 
levels, will depend on the particular search scheme that is employed, and in par
ticular, on the values of TV and on the overlap between the trials. As different 
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values of lV will occur in a search, the distribution of the noise powers will differ 
between the trials. It seems reasonable, therefore, to choose the detection level 
different for each value of H', in such a way that the a priori chance fscheme in one 
trial to exceed the detection level is equnl for all trials in the entire search. Instead 
of one detection level Pdetect, there will now be several different ones Pdetect,W cor
responding to the different values of TV that occur. These detection levels are given 
by 

fscheme = Q(lU1V Pdetect,WI2.l1llV). (7.1) 

Note that the number of times the detection levels are actually exceeded in the 
search of a pure noise spectrum is not equal to fschemeNtriai because of the strong 
interdependence of the trials. Therefore, fscbeme can not be simply related to the 
required confidence level of detection, but has to be determined from simulations 
of the search scheme. fscllCme is just a compact way of swmnarizing the different 
detection levels Pdetect, W applicable to the particular search scheme employed. 

In Fig. 7.1 fscbeme corresponding to a 90% confidence detection level is plotted 
for two different search schemes vs. the number of independent powers in the power 
spectrum. In both schemes the values chosen for TV were (1,2,4,8, ... ,N /2). In one 
scheme (indicated by filled circles) a 50% overlap between trials of the same width 
was used; in this scheme Ntrial ~ 3N /2, (the number of powers in the spectrum, or 
the number of trials in a (1,0) scheme is N /2). In the other scheme (crosses) no 
overlap was allowed; in this scheme Ntl'iaJ ~ N. 

The values of fscheme in Fig. 7.1 were determined from simulations of many 
noise power spectra by assuming, for each power spectrum, a series of different 
values of fscheme, calculating for each value of fscheme the detection levels Pdetect,W 

corresponding to each value of 1'1' using Eq. 7.1, and then testing the power spectrum 
for averaged powers exceeding these levels. The value of fscbeme corresponding to a 
90% confidence detection was then determined as that value for which only 10% of 
the spectra showed an excess over a Pdet.ect, W • 

The way in which one would employ in practice the results of such simulations 
would be to use the €scheme obtained by simulations of the appropriate search scheme 
to calculate the various Pdet.ect,W values with Eq. 7.1, and then test the spectrum, 
following the search scheme, against these detection levels. An excess would have 
well-defined statistical properties (it would constitute a detection at the required 
confidence level), contrary to the method where likely-looking excesses are selected 
by eye from plots of the power spectrum and tested a posteriori for significance 
using rules-of-thumb. A method such as described here has the further advantage 
that it is sensitive to "everything". It is of course somewhat less sensitive to a 
specific signal than a specialized test. 

Once the simulation process has been set up, search schemes of this kind can 
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easily be extended to include searches where TY itself depends on j (for example, 
because the features searched for have a known 6.v / v) or where searches are per
formed of two-dimensional arrays of power spectra (for example when searching 
dynamic power spectra for transient phenomena). 

ACKNOWLEDGEMENTS 

This paper benefitted from stimulating discussions with many of the partici
pants of this ASI, notably Don Backer and Ocke de Jager, and with Luigi Stella. 



69 

REFERENCES 

Andrews, D., Stella, L., 1985. EXOSAT Express 10, 35. 
Bloomfield, P., 1976, Fo'urier Analysis of Time Series: an Introduction, (John Wi-

ley & Sons - New York). 
Bracewell, R., 1965, The Fo'urier TTansform and its Applications, (McGraw-Hill). 
Deeter, J.E., 1983, Astrophys . .l. 281, 482. 
Cullers, D.K., Oliver, B.M., Day, J.R. and Olsen, E.T., 1984, NASA Tech. Pa

per 2244, 49. 
Deeter, J.E., and Boynton, P.E., 1982, Astrophys . .l. 261,337. 
Jenkins, G.M. and Watts, D.G., 1968, Spectml Analysis and its Applications, 

(Holden-Day - Oakland). 
Leahy, D.A., Darbro, W., Elsner, R.F., Weisskopf, M.C., Sutherland, P.G., Kahn, 

S. and Grindlay, J.E., 1983. AstTOphys . .l. 266, 160. 
Lewin, W.H.G., van Paraclijs, .T. and van del' Klis. 1v1., 1988, Space Science Re

views, in press (Paper 1). 
Press, W.H., Flannery, B.P., Teukolsky, S.A. and Vetterling, W.T., 1986, Numeri

cal Recipes, (Cambridge University Press). 
Tennant, A.F., 1987, MNRAS 226,963. 

Weisskopf, M.C., 1985, talk presented at Workshop Time Variability in X-Ray 
and Gamma-Ray Sources, Taos NM, USA. 



Abstract: 

DETERMINISTIC CHAOS IN 

ACCRETING NEUTRON STAR SYSTEMS 

G.E. MORFILL, H. ATMANSPACHER, V. DEMMEL, 
H. SCHEINGRABER, AND W. VOGES 

Max-Planck-Institut fiir Physik und Astrophysik 
Institut /iir extraterrestrische Physik 
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This review contains a brief introduction to the terminology of deterministic chaos, 
and a summary of important properties and definitions of strange attractors. A me
thod is described how to reconstruct the attractor from experimental data. Using 
synthetic data, the specific problems associated with the reconstruction are exami
ned. As an observational example, analysis of data from the accreting neutron 
star system Her X-I is described. Finally, we discuss the physical interpretation of 
these observations, the possible implications for the description of the system from 
a general point of view, the specific implication for the pulse shape and pulse to 
pulse variations, and possible approaches towards a better understanding of both 
accretion disc and accretion column. 

Introduction to the theory of deterministic chaos: 

A given physical system can be regular, e.g. it can be stationary, periodic, doubly 
periodic etc., it can be stochastic which implies a description with probability 
distributions, or it can be chaotic. Chaotic systems are described by a set of coupled 
nonlinear differential or difference equations, which can be solved numerically, the 
solution describing a trajectory in phase space. A general property of these systems 
is the exponential divergence of initially nearby trajectories. This means that a 
given trajectory may only be predicted for a finite time interval, corresponding 
to the correlation time of the system. In this sense, chaotic systems occupy the 
regime between regular (correlation time --+ (0) and stochastic (correlation time 
--+ 0) systems, and it seems plausible that they will be difficult to differentiate from 
the latter. Further information on these concepts can be found in Atmanspacher 
and Scheingraber (1987). 

The one clear distinguishing feature is that stochastic systems eventually occupy 
all the available phase space as t --+ 00, whereas chaotic systems are confined to a 
subregion of the available phase space. In order to distinguish between these two 
situations in practice, which means limited data sets, new techniques have been 
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developed. These techniques allow us to characterise chaotic systems, to quantify 
their complexity, to differentiate them from other systems and to identify them. 

In the present context we consider continuous systems which may be described by 
a set of first order differential equations: 

x(t) = F (x(t), IL) (1) 

where the vector x is 

(2) 

The equations are autonomous (F is not explicitly a function of t) nonlinearly 
coupled, and there exists at least one external control parameter, IL. This implies 
that the system is open to interactions with the surroundings; e.g. forcing and 
dissipation. 

The temporal evolution of the uncertainty in one variable, say ox" is governed by 

d n aF. 
dt (ox,) = L ax'. ox; 

J=1 , 

(3) 

and the Jacobian DF can be evaluated once (1) is specified. For a given x, the 
object is to determine the eigenvalues of the matrix DF, A,(t). Note that by 
choosing a local coordinate sytem, so that (ox1el ) x x(t) = 0, Al = 0 in all cases. 
Here e l is the unit vector in the direction of Xl. This yields, provided the matrix 
can be diagonalised 

d 
-d (ox.) = A.ox. 
t' " 

(4) 

i.e. the uncertainty grows or declines exponentially depending on the sign of Ai. 
If the uncertainty grows exponentially, then according to our earlier description, 
neighbouring trajectories in phase space diverge and the system is chaotic. Since 
A, is a function of t, and therefore a "local" quantity, we have not adequately 
described the evolution of the system on a temporal average (t -+ 00). This is done 
by defining the Ljapunov exponent 

1 Ict A = lim - A(t')dt' 
t-+oo t 0 

(5) 

It has the dimension (time)-I, is a specific property of the system and, if positive 
and finite, defines deterministic chaos. 
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The local solution of (4) is 

(6) 

and using the Ljapunov exponent (5), the average evolution of the uncertainty ox; 
is given by 

(7) 

For a multidimensional vector x = (Xl' ... , X,,), we may define an uncertainty vo
lume as a measure of that subset of phase space ascribed to a solution of (1), 

n 
oV(t) = II Ox;(t) (8) 

i=l 

which becomes, using (7) 

oV(t) = V(O) exp LE .\(t) } (9) 

For a non-diverging uncertainty volume (confinement), we have the two cases 

n 

L\=O (10) 
i=l 

(conservative system) and 

n 

L\<O (11) 
i=l 

which defines a dissipative system. In contrast, for a stochastic system in the sense 
mentioned above we have 

(12) 

If condition (11) is satisfied, the evolution of the corresponding dissipative system 
in the limit t -+ 00 takes place on an attractor. We can now classify some types of 
attractors, see table 1, remembering that by choice of the local coordinate system 
we may always identify A; (II x) = o. 
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Tab. 1 : Classification of attractors 

n Ljapunovexponents Attractor 

1 >'1 < ° fixed point 

2 >'1 = 0, >'2 < ° limit cycle (I-torus) 

3 >'1 = 0, >'2 < 0, >'3 < ° limit cylee (I-torus) 

>'1 = 0, >'2 = 0, >'3 < ° 2-torus 

\ =0, >'2 > 0, >'3 < ° strange attractor 

There is one more case, where the system develops towards a fixed point, for 
n = 3, all >-. < 0. As a necessary condition for a strange attractor, it is required 
that n ~ 3, i.e. at least three nonlinearly coupled differential equations. 
Another quantity which is useful in this context is the Kolmogorov entropy. Under 
certain preconditions (Pesin 1977) it is given by the sum of the positive Ljapunov 
exponents 

" 
K = L >'iH(>'i) (13) 

i=l 

where H is the Heavyside function. 
It has the dimension (sec)-l, K > 0 implies at least one positive Ljapunov exponent 
and therefore a chaotic system. From an information theoretical viewpoint, K can 
be considered as the rate of production of information, and K-1 is a measure of 
the time for which the system is still predictable to a reasonable degree. 
The Ljapunov exponent Ai and the Kolmogorov entropy K are dynamical invariants 
of the system. The geometrical structure of the attractor for the system in its 
asymptotic limit t ~ 00 (where initial transients have been damped out) are also 
of interest. The relation between K and the correlation time suggests a simple 
analysis of the clustering of points in phase space using spatial two - point or 
multi - point correlation approaches. 
The two - point correlation function for a quantity e(x) is 

c(2)(r) =< e(x)e(x - r) > (14) 

where r is the running variable, and angular brackets denote averages. The integral 
two - point correlation function is 

(15) 
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for an n-dimensional array. 

Motivated by a number of empirical examples, it has turned out that a simple 
scaling assumption 

gives a reasonable description of many systems. In general, the scaling index D(2) 
is a non - integer number determined by: 

D(2) = lim log C(2)(r) 
r~O logr 

(17) 

This correlation dimension alludes to the complexity of the attractor. It is a metric 
invariant of the system and can be related to system properties as will be described 
below. The variable r may be viewed as a geometrical length scale, defining the 
resolution with which we are investigating the attractor. 

If the attractor of the system is self - similar, i.e. geometrically reproduces itself 
on increasingly finer levels ad infinitum, then relationship (16) yields non - integer 
n(2) in most investigated cases. 

Topologically, deterministic chaos and strange at tractors are often associated with 
self - similar structures and fractal dimensions. Regular processes have integral 
dimensions (0 = fixed point, 1 = periodic, 2 = doubly periodic). 

In addition to the correlation dimension n(2), the analysis can be generalised to 
multi - point correlations C(q) and generalised dimensions D(q). The dimension 
D(O) is termed Hausdorff, or fractal dimension, D(1) is the information dimension, 
and generally 

(18) 

If an analysis of an experimental data set provides a non - integer correlation 
dimension D(2), then the following information has been extracted: 

1) The system is chaotic (strange attractor) 

2) A sufficient number, n, of differential equations needed to describe the system 
is given by the next integral number greater than n(2). From our preceeding 
discussion we had n ~ 3, which implies D(2) ~ 2. 

3) The characteristic time scale K- 1 for the chaotic processes is !l.t ~ K- 1 ~ T, 
where !l.t is the minimum resolution of the data, T the total length of the record. 

There may, of course, be some confusion from an overlap due to pure stochastic 
effects (e.g. photon statistics), but this can in principle, be recognised in the 
analysis. 
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Reconstruction of the attractor from data: theory 

The statement of the problem is the following: 

We have a data record from our astrophysical object. This is generally a time series 
of light intensities or photon counts. The experiment cannot be reproduced, the 
data set is unique. So we have to assume that the data record is representative 
of the system: it must truly define the extent and structure of the attractor. A 
second and third data set of similar quality should therefore produce similar results, 
unless the system undergoes significant evolutionary or topological changes (e.g. 
outbursts, obscuration effects etc.). 

The time signal we have received generally integrates over the object, which usually 
is not spatially resolved. We may, however, identify major emission regions based 
on timing analysis (e.g. pulsed emissions), spectral information (e.g. polar cap 
emission as opposed to disc emission, doppler shift), correlated observations with 
other complementary instruments etc. 

The signal contains information about microscopic processes (e.g. photon produc
tion, absorption, resonances) and macroscopic processes (e.g. radiation transfer, 
matter flow, instabilities, torques, precession). In the case of accreting neutron 
stars and pulsars, we suspect that the macroscopic processes might exhibit a chao
tic component, if at all, and that the microscopic signatures probably will not. 

It is our conviction that it is a valuable additional information to know whether 
astrophysical systems are chaotic or not, and if they are, what the characteristic 
time scale and the degree of complexity is. Otherwise we would be throwing away 
information which goes beyond that which is obtained from Fourier analysis. In 
addition, theorists might be guided into new approaches and even new phenomena 
may be discovered as a result. 

On the other hand, as will become apparent later, the reconstruction techniques 
cannot be regarded as black boxes, a good deal of detailed analysis is necessary, 
test runs with artificial data sets have to be performed in order to get confidence 
in the results. Obtaining a dimension D(q) is a very long way away from producing 
a physically convincing model- it is, however, a constraint. Clearly only low order 
systems are tractable and will, naturally, elicit most attention. 

(Thus the solution of the Final Question, which apparently requires dimension 
n = 42 (D. Adams, The Hitchhikers Guide to the Galaxy) is securely beyond the 
scope of present modelling.) 

From a practical point of view, we now briefly describe the method, which we 
have used to analyse data records with respect to their possible chaotic content 
(Takens 1981, Grassberger and Procaccia, 1983a). The method is based on using 
a given data set of equally spaced points to construct an artificial phase space of d 
dimensions. 

The data are represented as d shifted time series. 
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X(t1),···,X(tN) 

X(t 1 +~t), ... ,X(tN+~t) 

X(t1 + 2~t), ... ,X(tN + 2~t) (19) 

x(t1 + (d - l)~t) ... , X(tN + (d - l)~t) 

Thus x, = {x(t,), x(t, +~t), ... x(t,+ (d-1)~t)} is a d - dimensional vector, defining 
a point in a d - dimensional space. 

In this way, the attractor is "reconstructed" from a time series of data coming 
from a single variable (e.g. X - ray flux). The real attractor, which gave rise to the 
particular data sequence, is completely embedded in the artificial d - dimensional 
phase space, if d -+ 00. The procedure is then to determine lx, - xi I for d = 1, and 

to calculate the correlation integral C~~l(r). Next, the dimension of the artificial 

phase space is incremented, and C~~..2(r) is calculated etc. until the artifical phase 
space dimension is believed to be sutliciently large. Usually d ~ 2n + 1 is adequate 
(Takens 1981). This can, in principle, be done for any multipoint correlation, q 
(see Pawelzik and Schuster 1987, Atmanspacher et al. 1988). 

For the mathematical proof of the embedding theorem the data were assumed to 
be free of noise, the sampling interval is arbitrarily small, and the values of the 
data are known to infinite precision (Takens 1981). These prerequisites clearly 
cannot be fulfilled by real physical measurements, but for successfully reconstruc
ting attractors one always has to try hard to come as close as possible to these 
conditions. If the attractor is sufficiently embedded, the slopes of the correlation 
integrals converge such that 

log C(q)(r) 
D(q) = lim lim d 

r-+O d-+co log r 
(20) 

Different orders q of the correlations signify local substructure in phase space, i.e. 
a different scaling of regions of different point densities. 

In practice, the limits given in (20) cannot be obtained, of course. This is not 
necessary, anyway. For practical applications very high dimensions, n, are not 
tractable. We have found that an embedding dimension, d ~ 2n + 1 ~ 20 provides 
reasonable results in many cases of low - dimensional chaos. The unavoidable 

random noise present in the data shows up in the correlation integral C~q)(r) as a 
gradient increasing with increasing embedding dimension. These random processes 
are superimposed on any chaotic processes and occupy regions of small r. Hence 

plotting the slope of C~q)(r) for given d as a function of r helps in disentangling 
these two components, provided the stochastic part is not overwhelmingly large. 
In this case it may mask the chaotic signature. 
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In principle, the analysis can be carried further to obtain the Kolmogorov entropy 
and the spectrum of scaling indices. We shall not describe this here, the reader is 
referred to the original literature (Grassberger and Procaccia 1983b, Halsey et al. 
1986, Pawelzik and Schuster 1987). 

Reconstruction of the attractor from data: tests 

We have already mentioned that a real system will certainly have stochastic fluc
tuations superimposed on the chaotic signature. Stochastic effects could be due 
to real random variations in flow patterns, due to integrating the system spatially 
over many uncorrelated fluctuating emission centres because it cannot be resolved, 
due to photon counting statistics etc. This should make the extraction of informa
tion about the system even more complicated, since it is obviously hard, a priori, 
to differentiate between two superimposed irregular signals. In practice, this only 
works if either the power in the random signal is sufficiently low, or if the two can 
be separated by different time (length) scales. These general considerations apply 
also to the situation where regular signals are extracted from a "noisy" data set -
the difference occurs in the meaning of "sufficient" in both instances. 

Next, we have drawn the analogy with the geometrical representation and the 
presentation of the data in phase space (or the projection onto a given plane in 
phase space - a so called Poincare section). It is intuitively obvious, that the 
projection of the data in phase space has to be important; e.g. a periodic signal is 
represented by a closed curve in phase space, however, if the time resolution of our 
measurements were by chance to coincide with the signal period, we would obtain 
a fixed point based on the available information - and we would be wrong. The 
same applies, in principle, to chaotic attractors. One may obtain better or poorer 
representations of the system in phase space and an important part of the problem 
is to optimise this. 

We illustrate some of these points with a simple example: a sine - wave with 
superimposed random fluctuations. We know that the dimension D(2) of this 
system is 1. 

In Fig. 1 we plot the slope of log2 C~2) as a function of log2 r for dimensions of 
the artificial phase space d = 1 to 10. (Notice that in common with standard 
practice, with respect to underlying probability theoretical concepts and the re
lation to information theory, the log to base 2 is plotted. For readers interested 
in information theoretical discussions please consult Shannon and Weaver 1962, 
Balatoni and Renyi 1976). As can be seen, d = 1 is not sufficient to encompass the 
attractor, whereas for d > 1 a clear plateau at the expected value unit develops. 
This plateau broadens as the value for d is increased, however, there are deviations 
at small r's associated with the fact that a finite data set with finite resolution is 
used. The hump for large r's is a geometric effect depending on the distance norm 
used in the calculation of the correlation integral. This effect is most pronounced in 
cases where the attractor is a circle (sphere, hypersphere and so on). This system 
contained no random noise. 
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Figure 1: Slope of the correlation integral (log2 C~2)(r)/ log2 r) VS. log2 r for a simple sinusoidal 
function without noise. The time resolution is about 430 points per period, the shift tlt is 10 times 
the time resolution and the number of points is 2000. The dimension d of the artificial phase space 
is varied from d = 1 to d = 10. 

To illustrate projection effects and the optimisation of the phase space representa
tion, we show Fig. 2. The left panel is a phase space representation of the signal 
x(t) plotted vs. x(t + IT) for a fixed ratio of the period and the time resolution To 

The upper graph has I = 3, i.e. is a fine resolution map, the middle one is a little 
coarser, with I = 10, and the bottom one is coarser still, I = 33. The right panel 

gives the slope of log2 C~~)(T) plotted as a function of log2 T. The expected value 
of unit is found in all cases, however, the upper graph shows that the projection 

is not optimal as witnessed by the step in the slope of cg) at large T. The lower 
graph (the one with the best projection) has a more pronounced hump than the 
middle one. 
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Figure 2: Two dimension&l phC15e portraits :1:; (t) VS. :1:; (t + ~IT) for I = 3, 10,33 (left column), and 

corresponding slopes of the correlation integral Ci~)(r) VS. log2 r (right column) of the sinusoida.l 
function from fig. 1. 
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When noise is added to the signal, the data points become randomly scattered 
around the original attractor. Since the noise is completely uncorrelated, this 

component tends to occupy the whole phase space. The slope of log2 C~2) of this 
random component increases with increasing dimension d of the embedding artifi
cial phase space as already mentioned before. When the noise component is small, 
we expect this effect to occur at small r, but depending on the noise level, it might 
still blanket the underlying regular or chaotic signal. The effect of noise on the sine 

- wave is shown in Figs. 3 and 4. In Fig. 3 we have plotted the slope of log2 C~~) (r) 
as a function of log2 r with 6% (compared with the wave amplitude) noise. We 
clearly see the expected result. At small r, the slope increase rapidly trying to 
approach the maximum dimension of d = 10. At large r we see the slope 1 from 
the sine - wave plus the hump noted earlier. When the noise level is increased to 
20% of the signal amplitude we have the result shown in Fig. 4. The noise effects 
have become noticeable at larger r. In Fig. 3 the cut - off was at log2 r ~ -2. 
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Figure 3: Slope of the correlation integral VS. logz r for the sinusoidal function but with 6% noise. 
One clearly can recognise the steepening at small r'e due to the stochastic noise. 
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In Fig. 4 the cut - off occurs at log2 r :::::: o. In addition the slope does not reach 
the plateau of unity, as it should. Superposition of noise and of the hump leave too 
little space in r to allow this. In principle, analysing a longer time series should help 
here, provided that the resolution of the measurement is good enough to increase 
not only the number of points but also to increase the information with respect to 
the attractor. 
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Figure 4: Same as fig. 3 but with 20% noise. The linear scaling range is now reduced so much that 
the slope did not reach the value one anymore. 

Similar studies have been performed using known chaotic attractors and signal 
time series attained from them, with superimposed noise etc. As a summary of our 
tests we conclude the following: 

1) Under certain conditions the qth order attractor dimension D(q) can be calcula
ted from a time series measurement of one observable, and with that the minimum 
degrees of freedom required to adequately describe the system responsible for the 
signal. 
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2) The best representation in phase space must be found, that means an appropriate 
t:.t has to be determined. This could be a very difficult problem and in some cases 
it may only work by trial and error. 

3) Chaotic processes are associated with a certain time scale K-1, which is a system 
property. This must be considered when a signal is analysed. Good guesses for 
this time scale can be obtained from autocorrelation analysis or a physical input. 
4) Careful pre - scanning of the data using standard time series-analysis methods 
(e.g. Fourier, autocorrelation, power spectra) is an indispensable prerequisite for 
a successful chaos analysis. 
5) No black - box fool - proof algorithm exists so far, that can be applied to any 
time sequence of data. 

Reconstruction of the attractor from data: Her X-I 
Her X-I is an X - ray binary system, one partner is a neutron star, the other, HZ 
- Herculis, is a ~ 2 Me:; star (Liller 1972, Bahcall and Bahcall 1972, Middleditch 
and Nelson 1976). The rotation period of the neutron star is 1.24 sec, the orbit 
period of the system around its common centre of mass is 1. 7 days and there is 
also a rough 35-day periodicity observed. The magnetic field of the neutron star is 
~ 5 x 1012 GauB (Triimper et al. 1978). 

NEUTRON 
STAR 

NO OBSCURA lION 
ts.wc .... A.· 

PARTIAL OBSCURATION 

HERCULES X-I 

ECLIPSE 
ISoul'(~ _ri4> ", 

HZ - HERCUlIS 

Figure 5: Schematic diagram of the Her X-I system showing the optical companion, the accretion 
disc and the different viewing geometries described in the text. 

Fig. 5 shows the binary system, approximately drawn to scale, as it has been 
derived from the available data. HZ- Herculis fills its roche lobe completely, mass 
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is drawn over to the neutron star and forms an accretion disc. The strong magne
tic field of Her X-I prevents the disc from reaching the neutron star surface, it is 
believed that matter is channelled along the field lines and impacts on the polar 
caps. The nonalignment of rotation and magnetic dipole axes leads to the regular 
periodic pulsing observed. Also shown in Fig. 5 are the three principal observa
tion sequences for the object: eclipse, when the neutron star disappears behind 
its companion; no obscuration, when the neutron star is fully visible and partial 
obscuration, when the neutron star is viewed through portions of the accretion 
disc. 
Voges et al. (1987) made the first analysis of X - ray data from an astrophysical 
object, which was designed to reconstruct the attractor and check for the possible 
occurrence of deterministic chaos. The object was Her X-I. One of the data sets 
used in this analysis is shown in Fig. 6. It is the unobscured source mode data, 
averaged in 770 msec bins, taken from EXOSAT observations made on June 11th, 
1984. 
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Figure 6: Section of the temporal evolution of the X - ray count rate from Her X-l in the unobscured 
mode. The time series contain 1000 points with a temporal resolution of 770 mSK. 

Various phase space projections of this data are shown in Fig. 7, taking consecutive, 
every third, tenth and thirtieth point in the sequence. Inspection shows very little 
difference in the phase space projections. 
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Figure 7: Two dimensional phase portrait. of the Her X·I meuured time series ~(t) VI. ~(t + Ir) 
for delay times of 3, 10, and 30 r. The projection does not change very much with the delay time. 

The analysis of D1q) (r) used the consecutive data point projection. This is shown 
in Fig. 8 for the two - point correlation function (Le. actually shown is the slope of 
the correlation integral) for artificial phase space dimension d ranging from 1 to 20. 
The stochastic component is clearly discernible and dominates for log2 r smaller 
than 7.0. Above this we note that the slope develops a plateau for embedding 
dimensions d 2: 7. The attractor is completely embedded in the chosen artificial 
phase space range d :5 20. The value of the plateau level is about 2.4, a fractal 
greater than 2! This strongly suggests that a low order chaotic process is operating, 
which determines irregular fluctuations in the signal. The most likely degrees of 
freedom associated with this process is 3, i.e. a system of three nonlinear coupled 
first order ordinary differential equations should suffice to describe the process. 
From our earlier theoretical discussion, it follows that this is also the minimum 
necessary to obtain chaos in continuous dissipative systems. 
There is more information, however. The choice of the time scale, T, for binning the 
data points (T = 770 msec) also allows us to determine the characteristic time scale 
of the process, K- 1 which is a few T. Data which was binned in much more highly 
resolved smaller time segments (T < 70 msec) was dominated by stochastic noise 
(e.g. photon statistics, background events etc.) and reduced in signal depth, so 
that no clear chaotic signature was discernible. Data averaged over a significantly 
longer time step (T ~ 7 sec) did not suffer from the background random noise 
problem, but was beset with presumably real stochastic variations in the accretion 
flow. In any case, chaotic behaviour again was not found, giving a clue about the 
value of K associated with the chaotic process. These results could be reproduced 
for other data sets measured on different occasions. 
As a test of the results, similar analyses were performed while Her X-I was in 
eclipse. Pure random noise was observed, identical within the range of statistical 
uncertainties with a pure background, off source, observation. For further details 
the reader is referred to Voges et al. 1987, Atmanspacher et al. 1988 and the 
contribution by Atmanspacher et al. in this volume. 
Even without a theoretical interpretation of the meaning of this chaotic signal and 
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the underlying processes involved, the mere fact that a chaotic behaviour has been 
identified in this binary X-ray source, with a time scale K-1 of the order of a few 
rotation periods of the neutron star, is an important result. 
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Figure 8: Plot of the alope (log2 C~')(r)/ log, r) VI. log2 r for the X - ny count rate from Her X-I 
for embedding dimeuions d from d = 1 to d = 20. At small r'a the influence of the noise increases 
thl! slope with increasing embedding dimension while the plateau stays constant (slope F:I 2.4) for 
d> 7. 

Physical interpretation: general remarks 
There are two major challenges for theorists in this context of deterministic chaos 
in dynamical systems: firstly there is the question how best to derive invariant 
properties of the strange attractors from a limited data set and secondly there 
is the inverse problem, i.e. the reconstruction of the fractal geometry and the 
dynamics of the system, given these properties. The latter may also be regarded 
as the physical interpretation of the analysis of the data. 
In general, if an astrophysical system is analysed and found to be chaotic, we should 
be able to manipulate the governing equations which describe the system in such a 
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way that the source of the chaotic behaviour is clearly recognisable and can be un
derstood theoretically. It would be strange indeed if we had no notion whatsoever 
about the governing equations, so we will exclude this complete state of ignorance 
from our discussion. For low order chaos this manipulation effectively implies con
siderable simplification in the mathematics coupled with a clearer understanding 
of the physics. In this sense a chaos analysis and its physical interpretation are not 
only useful extensions of the usual data analysis - the outcome could have much 
more far reaching consequences. 

The dynamical systems of interest here are accreting neutron stars. This implies 
that we are dealing with a problem in radiation (magneto)hydrodynamics. The 
principal transport equations involved are the conservation laws and the radiative 
transfer equation. These are supplemented by another set of equations governing 
the behaviour of the physical processes. The former are partial differential equati
ons, radiative transfer often being described in the diffusion approximation. If the 
system is optically thin, source effects are simply transmitted directly, including 
the signatures of possible chaotic effects. If the system is optically thick, radiation 
pressure may become dynamically important and a multi - fluid description is ap
propriate. The interaction between the radiation fluid and the gas may itself create 
new instabilities and/or chaotic behaviour (see e.g. the discussion in Demmel et 
aI., this issue). 

Methods how to manipulate and reduce these equations have been developed, al
though it must be stated that these methods are not universal, and 80 far have been 
applied only to singular situations. The two general concepts that have emerged 
are "mode reduction" and "hierarchies of equations" (Campbell 1987). The most 
celebrated example of mode reduction is the set of "Lorenz equations" (Lorenz 
1963). 

Use of mode reduction assumes that in e.g. a fluid flow problem only a few modes 
are important, so that the effective phase space dimension is much smaller than the 
full dimension of the equations. The mode reduction should ideally be advanced 
to a level, where the number of degrees of freedom of the reduced set of equations 
are just sufficient to describe the essential features of the dynamical system. The 
remaining modes can be related to e.g. persistent features in the flow such as 
convective motions. For instance, one can develop the spatial dependence in terms 
of Fourier modes with time dependent amplitude, retain only a few terms of the 
Fourier series, and thus obtain a system of coupled nonlinear ordinary differential 
equations. Information regarding the number of modes which have to be kept 
comes from the analysis of the data and the derived values of D(2) and n. We 
caution, however, against the indiscriminate use of such techniques, each attempt 
at mode reduction should be checked, where possible, by suitable reanalysis of the 
data. 

The hierarchy of equations method again is very problem specific, although the 
basic concept is clear. The idea is to describe the dynamical system by approximate 
partial differential equations, reducing these e.g. via inertial manifold or more 
heuristic methods to a set of coupled ordinary differential equations which may 
then, if possible, be reduced further to the simplest example of a given universality 
class. 
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Physical interpretation: Her X-I 

It has been known for some time that the photon emission from Her X-I exhibits 
strong pulse to pulse variations which cannot be explained by photon statistics 
alone (see e.g. Morfill et al. 1984). In order to test whether the chaotic beha
viour perhaps reflects this pulse to pulse variability or whether it is related to a 
pulse phase dependent process, the data were averaged over the neutron star rota
tion period and multiples thereof, and n(2) (r) was calculated using the techniques 
described earlier. 

If we only had a periodic signal, with period T'I/" then as mentioned earlier, by 
choosing T = NT,,,. with N an integer, we would (somewhat) pathologically reduce 
the system to a fixed point with overlying random noise. 

If, however, the integrated intensity over the pulse profile is variable because a 
deterministic, but chaotic, process is operating, then this should show up over t}.e 
random noise, as it did in Fig. 8. The result of this analysis was quite enlightening, 
even if partially expected: the chaotic signature disappeared. 

The measurements can be understood in the following ways: 

1) The pulse consists of at least three components of the form: 

L, = A,(t)B,(4» + 6L, (21) 

where B,(4)) are fixed functions of phase angle and where 6L, is the random noise. 

To quantify the stability of the pulse phase dependence (4)) of the components, 
we note that B, (4)) could be variable over a time scale very much longer than the 
length of the data record - i.e. we cannot preclude variations on time scales of the 
orbital period or even the 35 day cycle. The amplitudes of the components are, 
however, time dependent and linked by a set of equations of the type (1). Since 
4> = 21rf-, 4> is in principle a function of t. Equation (21) is simply an expression 

'1/' 
removing the periodic part of the signal from the irregular part. This is the purpose 
of introducing 4> as an independent parameter. 

The total signal strength is 

and the long term average is 

L = E < A,(t)B,(4» > = E < A,(t) > Bi 
i 

(22) 

(23) 

with B, = canst., by definition. The random part averages to zero, of course. 

Averaging over 4> also implies averaging over time segments of duration Tot/., the 
rotation period of the neutron star. This is written as 



< L >; = L < L j >; 
t 

with < Aj >; varying from one ¢ - averaged point to the next. 

If the difference 

/< L >; -L/ < ~ < eLi >; , 
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(24) 

(25) 

(26) 

then the data points may be too noisy and extraction of a chaotic signal may be 
impossible. 

2) The positioning of the components in phase ¢ may vary from pulse to pulse, 
i.e. the Bi(¢) are not fixed functions, however, the Aj(t) are correlated such that 
AJA; = const . . Phase averaging would then always remove any chaotic signature. 
In a phase dependent sampling, however, the chaotic signature should become 
apparent, provided the Bj(¢) are of the form 

dB 
d¢ = F (B(¢),tL) (27) 

Further data analysis is needed to differentiate between these possibilities and to 
then pinpoint the process responsible for the chaotic signal. Clearly, the next task 
is to check on this pulse phase question, and to see if there is any corroborating 
evidence. A Fourier analysis of the data should yield simply a large number of mo
des in order to describe the time variable signal of a limited data set" adequately" . 
This has been done, and the number of modes required is indeed large, about 10 
(Ogelman 1988). 

Furthermore, we can perform a superposed epoch analysis and determine the pulse 
shape as a function of phase, ¢. If there is some obvious structure, then our notion 
of a phase dependent process receives independent support. Fig. 9, taken from 
Kahabka (1987) shows the pulse structure observed (left panel) and a decomposi
tion into its various components (right panel): a constant background, a sinusoidal 
variation, a main pulse and an interpulse. The fits to the main pulse and interpulse 
were Gaussian curves, and it was concluded that the main pulse was quite compli
cated, consisting of a Gaussian centre and two wing pulses (see the right panel), 
also Gaussian. 

The interpretation of the interpulse is that we are seeing the less favoured other 
polar cap. The signal is weak during this phase of the cycle and statistically pro
bably not too important. The sinusoidal component was interpreted as scattered 
radiation from distributed plasma in the magnetosphere and surrounding the ma
gnetopause. The phase and modulation for this component are the same, within 
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the limits of observational uncertainty, as those of the soft « 1 ke V) X - ray pulse 
profile, which supports this interpretation (Kahabka 1987). 
Scattered radiation is, of course, derived from the main source, it is seen with a 
delay time typically 3lTopt/C where l is the size of the scattering region and Topt 

is the optical depth. Since scattering is a random process, source signatures are 
damped out if Topt ~ 1. . For Her X-I, l is the size of the magnetosphere (::::s 2 X 108 

cm), giving a delay time of 20 Topt msec. 
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Figure 9: Pulse structure of Her X-I, taken on May 5th 1984 in the energy range 1.9 - 3.9 keY. 
The left panel shows the observations together with the multi - component fit which is detailed in 
the right panel. The main pulse (components I to 3) and the other fea.tures are described in the 
text (from Kahabka., 1987). 

The main pulse, with its substructure, is explained in the following way (Kahabka 
1987, see also Kaminker et a!. 1982): 
The main pulse, based on its energy spectral behaviour can be interpreted as the 
p - component, pointing along the magnetic field and being determined by the 
ordinary polarisation mode. 
The wing pulses are asymmetric with respect to the main pulse (::::s 10°) and, again 
based on energy spectral characteristics, are interpreted as the s - component, 
which is predominantly determined by the extraordinary polarisation mode. Pulse 
maxima for this component are expected at ::::s 40°, observations show 30° and 50° 



91 

for the two wing pulses, i.e. an asymmetry. The s - component depends on the 
vacuum parameter, V, the p - component does not. V is defined as 

V __ 1 (mC)3 (liWB)4 
- 607rn. Ii mc2 

(28) 

where n. is the electron density, m the electron mass and wB is the cyclotron 
frequency. Increasing V (e.g. by decreasing the electron density) reduces the s -
component. 

The plasma densities inferred for the polar cap by Kahabka (1987) are of the order 
4 x 1022 cm-3, which gives a vacuum parameter V ~ 23. 

It is known that the pulse form varies during the 35-day cycle. The most obvious 
change is seen in the relative intensities of the main pulse and interpulse, however, 
there are also clear phase variations which are of the order 40°. Pulse to pulse 
variations beyond the statistical uncertainty can also be established (e.g. Morfill 
et al. 1988), however, statistical limitations do not allow quantitative statements 
about phase variations of the individual components. 

Regarding possible causes of such variations there are a number of options, which 
have to be investigated in detail in conjunction with further specialised analysis 
of the data and, possibly, new instruments. Amongst these are variable accretion 
torques, neutron star precession, atmospheric density and scale height variations 
as a function of heat transport in the neutron star, bending of field lines in regions 
of very high mass accretion through the plasma pressure, variable geometry of the 
hot spots etc. coupled to the problem of ray tracing. 

It is too early yet to pinpoint anyone cause as being responsible for the signatures 
seen in the data. At present we have identified the chaotic signal, its correlation 
time and the degrees of freedom associated with the process(es) responsible. We 
have further identified two possible ways of understanding this in terms of time 
and phase dependent processes. We now have the task of analysing the data in 
such a way that we may be able to differentiate between these two possible ways. 
This appears feasible. In this way steady progress is achieved in restricting the 
diversity of options and finally understanding the causes of the chaotic behaviour. 

Summary: 
In this paper we reviewed the pertinent aspects of the theory of deterministic chaos, 
how to identify chaotic systems, quantify them (their complexity), reconstruct the 
attractor, and determine the degrees of freedom of the system from a single time 
series of data points. We discussed problems associated with superposition of ran
dom noise, signal depth, time resolution and projection in phase space, using a 
simple example. We then proceeded to the actual motivation for the whole study: 
the fact that an accreting neutron star system, Her X-I, has been identified as a 
chaotic system. The data were briefly discussed and then the physical interpre
tation - firstly, some general remarks how low order deterministic chaos may be 
viewed in terms of dominant modes of a (in principle) much more complex system 
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and the ensuing mathematical simplifications, and secondly, direct interpretation 
of the Her X-I results in terms of the complexity of the pulse form. 

Finally, we want to point out once more, as has been done in several places in the 
main text, that no fool - proof algorithm exists as yet with which a chaos analysis 
can be performed from a given set of data efficiently. The chaos investigation has to 
be preceeded and supported by a Fourier analysis and by an analysis of the effects of 
different phase space projections. Furthermore, although considerable progress has 
been made in manipulating a set of governing equations so that the chaotic element 
is extracted (e.g. mode reduction), these efforts still remain singular and are not 
of general application. However, determination of the dimensionality, hence the 
degrees of freedom, and thus e.g. the number of modes, does provide an important 
guide for certain mathematical reduction, and hence, hopefully, to greater insight 
and deeper understanding of the system. It is our conviction that especially for 
astrophysical objects this source of information should therefore be investigated 
routinely. 
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ABSTRACT. We discuss some of the basic steps of the analysis for the detection and 
description of short periodicities in the photon counting regime (typical of gamma-ray 
astronomy), focusing the attention to those aspects where a certain degree of subjectivity by 
the analyst may lead to erroneous conclusions. As a statistical test for the detection of the 
periodic signal, the use of the Hm-test is suggested in all exploratory cases when information on 

the expected light curve shape is lacking. The bin free kernel density estimator (KDE) and 
cluster analysis are used for the description of intensities, the location and significance of 
structures on the light curve and are proposed as alternatives to the histogram technique which 
is easy to use, but since the construction of the histogram is largely based on subjective 
considerations, it may lead to wrong interpretations especially in the case of weak signal and 
low counting statistics. 

1. INTRODUCTION 

The analysis for the detection of periodicities in the arrival times of gamma-ray photons 
started about 20 years ago in the context of the search for pulsed gamma-ray emission from 
radio pulsars as observed in the TeV region (Charman et aI., 1968; Fazio et aI., 1968) or with 
instrumentation on board of stratospheric balloons (Vasseur et aI., 1970). The method used was 
the application of Pearson's test (see for example Eadie et aI., 1971) to the phase histogram 
derived after binning of the residual phases obtained by folding the measured times with the 
period suggested by the radio observations. This method of analysis has revealed to be not 
very accurate due to several reasons. First of all there is a high degree of subjectivity in the 
choice of the number of histogram bins and of the zero phase of the histogram. The number of 
histogram bins has a very precise meaning in terms of selection of the signal shape; in 
particular, choosing few bins implies a search for broad light curve shapes whereas the use of 
many bins is implicitly connected with the presence of narrow or complex structures. In 
addition to this, the final choice for the presentation of the results was made, in many cases, a 
posteriori by selecting the best-looking histogram thus implying an erroneous interpretation 
about the reality of the periodic signature. The binning process itself, on the other hand, may 
lead to a consistent loss of power in the case of low counting statistics (De Jager, 1987) which 
is the normal case in high energy gamma-ray astronomy with balloon or satellite experiments in 
the 100 MeV region or EAS experiments. Another not negligible reason is the assumption very 
often made in the past that Pearson's test statistic follows the X2 probability distribution with 
M-1 degrees of freedom, M being the chosen number of bins. In the reality the x2 distribution 
can be reliably used for Pearson's test only in the case of goodness-of-fit tests; when looking 
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for deviation from uniformity (in our case of the distribution of the residual phases) we are 
actually using the tail of Pearson's test statistic which, in the case of low sample sizes, deviates 
from the X2 distribution. As a consequence of the misuse of Pearson's test statistic, a number of 
claims for significant detections has been made in the past, claims that have had serious 
difficulties to be confirmed by independent experiments. Viceversa, we can immagine that the 
use of Pearson's test in several cases may have been inadequate to put into evidence real 
periodicities because of its reduced power due to the binning process and/or to the wrong 
choice about the number of bins. 

The situation has improved in the last ten years when several groups started to invest time 
and effort in the study and formalization of the reliable statistical procedures needed in a search 
for periodicities in the photon arrival times as measured in a gamma-ray experiment. As a 
result of this effort a set of procedures have been derived with the test statistics having received 
particular attention. In spite of these efforts the process of search still contains several points of 
indetermination to which this paper aims to dedicate some attention in order to suggest some 
solutions. We will concentrate ourselves to a large region of low values of the period 
investigated ( P« 1: , 1: being the inverse count rate), where the Fourier spectrum is flat, for a 
better handling of the probability distribution of the test to use. Concerning the analysis we will 
give special emphasis to the process of testing the distribution of residual phases against the 
presence of a periodicity in the data and suggest the use of a new statistical test (the Hm-test) 

which is very powerful when no information is available on the structure of the signal. Also we 
will discuss the recent achievements about the description of the structure itself once a positive 
detection has been made. It will be reported that the KDE and cluster techniques for the 
representation of the pulsar light curve give at the moment the best way for a qualitative and 
quantitative estimate of the widths and intensities of the peaks contributing to the pulsed signal. 

2. STEPS TO FOLLOW FOR PERIODICITY SEARCHES. 

Fig. 1 shows the general flow of operations in the analysis for the search of periodicities in 
gamma-ray astronomy (reproduced from Maccarone and Buccheri, 1988). A first discussion on 
the analysis steps is given by Buccheri, 1987. The round boxes are critical points of the analysis 
where some external decision by the analyst is requested, the decision implying generally a 
certain degree of subjectivity. We will discuss them after the rectangular boxes which refer to 
standard processing of the data making use of software packages implemented for a particular 
experiment or for a well defined calculation method. 

2.1 Standard operations 

The preprocessing includes all the operations needed to be performed on the raw data for 
the derivation of photon arrival times, generally expressed in Julian Days and referred to the 
Solar System Barycentre in order to eliminate the modulation due to the earth orbit around the 
sun and to the motion of the observatory site (e. g. the satellite). 

The folding procedure is generally needed in photon counting statistics in order to derive the 
residual phase distribution which will be successively tested against the presence of periodicity. 
This step is not necessary if the analysis is performed by using Fast Fourier Trasform 
procedures. We will not consider this case because the FFT analysis is generally not 
convenient in gamma-ray astronomy due to several reasons: a) impossibility to use 
oversampling which may be decisive for the detection of weak signals; b) difficulty in summing 
the power of more harmonics of the signal preventing the detection of complex structures 
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General flow of operations in the 
analysis for search of periodicity 

in Gamma-Ray Astronomy (from 
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(unless very strong) and c) loss of resolution in the times due to the binning. Considering, on 
the other hand, that FFT procedures are optimized concerning the computer time of analysis, 
they may be useful at the condition that i) the numer of arrival times to process is very large; ii) 
the signal expected has a quite strong power in its fundamental frequency and iii) no information 
at all exists on the interval of investigation of the period (purely exploratory cases). In the 
general cases typical of gamma-ray astronomy, the folding procedure is applied for all the trial 
periods within the interval investigated, which gives rise to a set of residual phase distributions, 
one per trial period. Each of these distributions will be tested against the presence of periodicity 
and the final decision on the positivity of the detection must make use of all the (independent) 
trial period investigated. Since the significance level for the acceptance of a pulsed signal (and 
therefore the sensitivity of the search) decreases with the number of trials, care must be taken 
in the predefinition of the scanning interval. 

The process of testing the distribution of residual phases implies the a priori choice of a test 
statistic; in the traditional use the null hypothesis is the absence of any pulsed signal and the 
alternative hypothesis is the presence of a periodicity in the data. The pulsed signal is 
considered as detected when the value of the test statistic exceeds a predefined significance 
level ex (see below); this operation implies a probability ex to claim a positive detection when no 
signal is present (type I error) and, viceversa, a probability ~ to claim a negative result in the 
presence of a periodic signal (type" error). The value 1 - ~ , giving the probability to accept as 
positive a detection when a periodic signal is truely present, is referred to as the power of the 
test used. In the following we will mainly refer to the so called Z2 n -test defined as 

" N N 
Z2n = (2/N) L (~ COS(21tK<Pi))2 + (~ Sin(21tK<Pi))2 (1) 

Jt,t L,L L,1 

where N is the total number of selected arrival times and <Pi' (i = 1 to N) are the residual phases 

derived after the folding process. In the particular case of n = 1 the Z2 n-test reduces to the 

Rayleigh test (see Mardia, 1972). In the asymptotic case (N > 100) and in the absence of a 
periodic signal, the probability distribution of Zn2 closely follows the X2 distribution with 2n 

degrees of freedom. Fig. 2 shows the cumulative probability distributions of the X22n random 

variable and Z2 n statistic in comparison with that of Pearson's test with m=2n+ 1 bins for n = 1 

and 10 and N = 10, 50 and 200. 
The Z2 n-test, depending on the chosen number of harmonics n, is sensitive to any kind of 

light curve shape and, being described by a X22n probability distribution down to sample sizes 

N~ 50, is very easy to handle. Fig.3 shows the probability distribution of Z2 n (for n = 2, 5 and 

10) in the absence of any signal compared with the same distribution when a periodic signal 
with a gaussian spread is present. The FWHM of the gaussian was taken as 10% and 20% 
respectively. The power of the test for the detection of such signals is shown in the figure at a 
significance level ex = 0.01. An additional study of the power of the Z2n-test can be found in 

Protheroe (1988). 
A review of the test statistics used in periodicity searches is contained in De Jager, 1987 

where the relative powers are also shown. All of these tests have the (positive) characteristics 
to be independent from the relative distances between the arrival times under analysis and are 
then independent of the phase location of the signal peak. The y-test, used in Harwit et al. 
(1987) does not show this advantage and the power of the test is varying with the phase 
location of the peak (see fig. 4), the reason being implicit in the definition of the test as the sum 



99 

0. 

(a) 

-2. 

~ 

. -4. ~ 
0 
L 

~ 
0 
--' 

-6. 

-8. 

0. 20. 4e. 60. lee. 

e. Fig. 2 
(b) 

Cumulative probability distribution 
-2. ofX2 (continuous line) compared 

~ with z2n (asterisks) and Pearson's 

~ test statistics (crosses). Figs. a}, . 
~ -4. b} and c} refer to sample sizes 0 
L 
~ N = 10,50 and 200 resp. v 
~ 

.3 The comparison is made in the 
-6. cases of n=1 ( 2 d.o.f. for X2 

and 3 bins for Pearson's test) 

N=50 and n = 10 (20 d.o.f. forx2 and 
-8. 21 bins for Pearson's test). 

0. 16. 32. 48. 64. 80. 

0. 

(c) 

-2. 

~ 

~ . 
-4. ~ 

0 
L 
~ 

~ 
0 

--' 

-6. 

N=200 
-8. 

0. 16. 32. 48. b4. 80. 

x2 



100 

0.2~~~~-

\ 
01 ;\" 

0.0 
0.0 

\. 'If 

\'x¥'n""--~ 

10.0 40.0 50.0 60.0 

0.2 ... --------.~~~~~~~~~~~~--~~_, 

0.1 

0.2 

0.1 

0.0 

10.0 20.0 

....... 
30.0 

Z2(5) 
40.0 50.0 60.0 

l~~+~~~~£Q~~=-~~~~~~=~~*~~~~~ 
0.0 10.0 200 30.0 400 500 60.0 

Z2(10) 

Fig. 3 - Probability density distributions of z2n for n = 2 (fig.a), 5 (fig.b) and 10 (fig.c) in the 

absence of a signal (continuous line), compared with the same distributions in the 
presence of a periodic signal (asterisks for a 10% signal strength and circles for a 
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of the squares of the residual phases. Fig. 5 shows the probability distribution of the y-test in 
the absence of a signal (a), compared with the same distribution in the presence of a pulsating 
signal consisting in a gaussian peak located at zero phase (b) or at phase 0.5 (c). In these 
conditions identical gaussian shapes located at different phases may have a very high or very 
low chance to be detected, depending on the (casual) distance between the phase of the peak 
and the phase of the first detected arrival time, to which all the phases are usually referred. 
Similar problems may be found in the Q-test quoted by Fischer (1987). 
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Fig. 5 - Probability density distribution of the y-test: (a) in the absence of any signal; 
(b) in the presence of a gaussian peak located at zero phase; (c) in the presence of 
a gaussian peak located at phase 0.5 (reproduced from Buccheri and Ogelman, 1988). 
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Parameter estimation consists in our case in the evaluation of the pulsation period (and 
period derivative) together with its accuracy and in the description of the pulsed signal topology 
for positively detected signals. 

Concerning the period and its accuracy as a result of a detection, a generally accepted 
method of estimation does not exist. It is true that the error on the estimated period is related to 
an independent Fourier spacing (IFS) which equals a frequency interval T-1 (where T is the total 
observation time) and a phase analYSis at the true frequency ± T-1 will result in uniformly 
distributed phases. However, to assume that the error equals one IFS leads to a very 
conservative confidence interval. Another method used in the literature is a (gaussian) fit to the 
experimental curve describing the behaviour of Z2 n versus the period investigated; we consider 

this method too optimistic in the determination of the accuracy to be attached to the period and 
will propose below a different evaluation procedure. 

For what concerns the evaluation of the topological characteristics of the detected pulsation 
the traditional analysis is done selecting by eye the regions of the phase histogram where an 
increase of the signal over the background appears. In the following we will discuss some 
alternatives to this technique. 

2.2 Decision problems and suggested solutions 

Definition of the scanning interval The definition of the search interval of the parameter 
values to investigate (period, period derivative, coordinates, ... ) depends on the previous 
knowledge on the parameters themselves; it is very large in the case of exploratory experiments 
(where no knowledge at all exists on the parameter values) but reduces to only one value in 
confirmatory cases, when the parameters are well known. The intermediate cases in which 
some information exist (from other experiments or from theoretical expectations) are the most 
usual; the typical intermediate case is the search for pulsation in the 100 MeV gamma-ray 
emission from a radio pulsar in an interval of period values derived by extrapolating parameters 
measured in the radio range at an epoch which is a few years apart from the epoch of gamma
ray observations. Considering that gamma-ray observations in the 100 MeV range are usually 
few weeks long, require the parameters to be known to a high accuracy. However, several 
unpredictable events (glitches, period noise, ... ) may cause the true pulsar period to be shifted 
out of the predicted interval. The search range in period should therefore be carefully selected. 
This subjective choice is left to the experience of the analyst. The decision is generailly made 
on the basis of two competing aspects which is difficult to quantify: a too small interval may 
result in the exclusion of the real period whereas a too large interval will result in a decrease in 
the sensitivity due to the inclusion of too many trial periods (Buccheri, Ozel, Sacco, 1987). The 
solution to this problem is the most precise determination (where possible) of the scanning 
interval; in the case of searches for pulsed gamma-ray emission a from radio pulsar, 
simultaneous gamma-radio measurements of the pulsar parameters change the case from 
exploratory to confirmatory and may solve the problem; this is the plan for radio pulsar 
investigation by the Compton telescope COMPTEL, on board the Gamma Ray Observatory 
satellite (GRO) (Buccheri et al. 1987). 

Estimate of the independent trials. For a correct evaluation of the statistical significance of a 
detection it is essential to quantify with care the number of independent trial periods 
investigated in a search. The probability for chance occurrence to be aSSigned to the maximum 
value Zmax of the used statistical test in a search through k independent trial periods is given by 

the formula 
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P = 1 - ( 1 - Pmax) k (2) 

where Pmax is the probability to get Zmax in a single trial. Little is known how to determine k in 

the case of oversampling (i.e. when the distance between trial periods is less than one IFS). 
Oversampling is fairly often adopted in gamma-ray astronomy where the signal expected is 
near the visibility threshold and therefore we will dedicate some attention to it. Two extreme 
attitudes are used in the literature for the calculation of eq. 2. A conservative one is to use all 
the trials as if they were independent; as a result of this attitude, weak signals may be missed. 
An optimistic attitude is to consider for k only the number of IFS's present in the search interval 
with the result to overestimate the significance of an effect and possibly claim a positive 
detection when it is not true. An analytical method to derive the effective number of independent 
trials in the case of oversampling is not yet available in the general case. Fig. 6 shows a scatter 
plot of values of Z2n for three different values of the step used in a period search for n =1 and 

10; for step distances larger than or equal to one IFS, the test statistics are uncorrelated, but 
the correlation increases when the step distances decrease to zero. The immediate 
consequence of this correlation is that in case of oversampling the effective number of 
independent trials is between the total trials and the number of IFS contained in the search 
interval. When only the latter are used (Le. kin eq. 2 equals the total number of IFS included in 
the search interval) the probability p for chance occurrence must be multiplied by a factor r of 
underestimation which can be derived by Montecarlo simulation for each specific case. 
Furthermore, r will also be a function of Zmax. Fig. 7 (De Jager, 1987) shows this factor for 

Z210 and Z1 2 in the case of 0.05 IFS step distance. Although this procedure of simulation 

cannot be considered as a solution to the general problem of the evaluation of the effective 
independent trials in a search with oversampling, it gives a way to make a reasonable estimate 
of the significance of a detection. 
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Definition of the significance level. The definition of the significance level at which to accept 
a detection as positive. depends generally on the personal taste of the analyst. some being 
satisfied that a chance probability of 1 % is low enough to exclude an improbable statistical 
fluctuation. If one takes into account that, willing or not. one is always led to unconsciously 
optimize the selection criteria in function of the desired positive detection (by trying different 
energy and acceptance angle selections and different statistical tests for example) and having 
always an eye to the possibility that the selected arrival times are almost never uniformly 
distributed along the observation duration (thus implying the presence of systematic deviations 
of the probability distributions with respect to the theoretical expectation) a more conservative 
probability threshold for positive detection should be used. The latter problem can be solved to 
a certain extent by deriving the probability distribution of the test statistic from the data base 
itself by sampling more than 1/Pmax periods around the expected period. each having a spacing 

of T-l (see for ex. North et al.. 1987). In the case of binary systems with large orbital periods 
(e.g. Vela X-1) one can quantify the change in the probability distribution due to non-uniform 
orbital coverage (see Protheroe. 1984. for the treatment of PeV data). Depending on the 
situation this can also be done by using bootstrap procedures (see Raubenheimer et al.. 1988. 
for TeV data). 

Definition of the test statistics. The examples of fig. 8 illustrate how the probability for 
chance occurrence. as calculated using the probability distributions of Z21 (Rayleigh) and Z210• 

varies in function of the trial period when a signal is present. Fig. 8a refers to the presence of a 
gaussian peak. 0.3 FWHM. containing 0.134 of the total counts. fig. 8b is related to a much 
narrower gaussian peak (only 5% FWHM) containing 0.09 of the total counts. The abscissa 
describes the distance from the true period in units of IFS. It is striking to note that. at the true 
period. the Rayleigh test may accept as positive the broad signal of fig. 8a (99.7 % confidence 
level) but may miss the narrow shape (only 99 % c.I.); viceversa the Z21o-test definitely accepts 

as positive the narrow shape (99.9999% c.i.) but rejects the broad shape (93 % c.I.). 
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Fig. 8 - Probability for chance occurrence versus the period (in IFS units) in a search 
using PI and P IO to detect a periodic signal. In fig. 8a the signal has 

a broad shape (30% FWHM) and a strength of 13.4%; in fig. 8b the peak is 
narrow (5% FWHM) and has a strength of 9% (reproduced from De Jager, 1987). 
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It has to be stressed here that the use of Pearson's test with 21 bins would behave 
approximately as the Z210 (with further reduced sensitivity as illustrated in fig.2) and is therefore 

useless for weak signals with broad shapes, at variance with what suggested by Leahy (1987). 
It is clear that the acceptance as positive or the rejection as negative in the case of weak 
signals is strongly dependent on the chosen test statistic. In a confirmatory case where the 
shape of the searched signal is known a priori (from theoretical assumptions or from other 
experiments) a harmonic analysis of it will define the exact number of harmonics to use in the 
Z2n-test to apply. In the general exploratory case, when the information on the shape is scarse, 

there is a consistent risk to miss a signal by using an incorrect value of n. 
A solution to this problem is the Hm-test, first suggested by De Jager (1987). The underlying 

idea is the use of Z2 n with n unknown a priori but is optimally estimated from the data, giving m 

as the estimate. The definition of the test and an estimate of the probability distribution is given 
in De Jager (1987); a more complete treatment with the derivation of a much improved (in 
simplicity and effectiveness) distribution is given in De Jager et aI., 1988. We recall here that 
the statistical variable related to the Hm-test is given by 

(3) 

as derived from the "Hart rule" (Hart, 1985) which determines the optimal number of harmonics 
in a periodic signal. The probability distribution of the Hm statistic has now a simple exponential 

form exp(-bHm) where b is given in fig 9a for variour values of the sample size; for large 

sample sizes (N > 100) b can be approximated by 0.4. For strong signals (Hm > 25) the 

distribution of the statistic flattens out and the exponential term must be multiplied by a factor of 
underestimation as given in fig. 9b. 
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Fig. 10 - Power of Hm compared with z2n for various values of n versus a) duty 

cycle; b) signal strength (sinusoidal signal); c) signal strength (gaussian peak with FWHM= 
5%); d) signal strength of the second peak in a Vela-like light curve with fixed first peak shape; 
e) sample size (gaussian peak with FWHM= 10%); f) harmonics n for a single gaussian peak 
with FWHM= 10% and various signal strengths (Hm is indicated by the solid line). 
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Figs. 1 Oa to 10f show the power of the Hm -test as compared with Z2 n as a function of a) the 

harmonics n for various values of the signal strength, b) the duty cycle (FWHM) in the case of 
a gaussian peak, c) the sample size, d) the signal strength of a sinusoidal signal and e) a 
narrow gaussian peak and f) the strength of the second peak of a Vela-like double peaked 
structure. In all cases the power of the Hm-test is comparable with the power of the Z2n-test 

which proves the importance to use this test when a priori information on the structure of the 
signal is not available. 

Definition of the estimation method. Fig. 11 (De Jager, 1987) shows that in the case of a 
narrow shape the randomization of the phase distribution occurs for an error on the period 
consistently less than one IFS. Extensive Montecarlo simulations for two extreme cases (a 
sinusoidal shape and a narrow gaussian peak, 0.1 FWHM) were used to estimate the standard 
deviation on the period corresponding to the maximum value of the used statistical test. These 
are given in fig. 12 in function of the signal strenght expressed in sigmas over the background. 
As expected, the accuracy is better for narrower shapes and improves with the signal intensity. 
In any case it can assume values which are small with respect to the IFS. The various curves 
refer to different choices of the number of harmonics n in Z2 n; the one to choose in a specific 

case must be derived after a harmonic analysis of th.e detected period. 
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Fig. 11 - The average appearance of a light curve when a wrong value of period is used (x 
is the displacement from the true period in units of IFS). a) for a broad light curve with 30% 
FWHM and b) for a narrow peak (FWHM=5%). 
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Fig. 12 - The expected error (1 cr standard deviation) on the period estimated from the 
periodogram as a function of the contribution of the periodic signal to the DC excess. The 
period is that value at which the test statistic obtains its maximum. This is illustrated for a 
sinusoidal signal (a) and for a gaussian peak with 10% FWHM. 

0.70 ..... , , 
-..;:.-"'> 

'0'0.60 ...... --:~\ 

"" 
.~ 0.50 

" ., 
~ 
00.40 

" o 
-g 0.30 
o 
iii 

0.20 

-Hm 

...... z ~o 
_. Z, 

.. - Z~ 

a) 

. - Rayleigh 
, ., 

.............. 
-,':"'- .. -

3 4 5 6 7 8 
"DC excess": pnO,5 

9- 10 

'";0.50 
.~ 

]0.40 
o 
"D 0.30 
(; 
-g 
.l! 0.20 
Vl 

0.10 

-Hm 

Z ~o 
-- z; 
. - z~ 

- Rayleigh 

3 4 5 
"DC excess": pnO.5 

b) 

6 

De Jager et al. (1986) have shown how to apply the Kernel Density Estimate procedures to 
the evaluation of the topological characteristics of a pulsar light curve. The derivation of the 
optimal smoothing parameter by minimizing the Mean Integrated Squared Error (MISE) 
between the KDE and the true unknown light curve, leads to a continuous function describing 
the radiation intensity. The KDE is aimed at a reduction of the bias- a characteristics not 
shared by the traditional histogram technique. It also converges with probability one to the true 
unknown phase density for large N and it smooths down unwanted fluctuations not present in 
the parent density distribution. However, weak but real microstructures may also be smoothed 
out in the process. To overcome this difficulty, Buccheri et al. (1988) introduced a new method 
(complementary to KDE) based on the adaptive cluster technique, which allows the 
identification of clusters at a very small scales down to the experimental resolution limit. Fig. 13 
shows the light curve of the Vela pulsar at energies above 100 MeV (data from the COS-B 
satellite, first observation of 1975) as derived using the KDE and cluster technique and 
compared with that obtainable with the traditional histogram technique. These methods are 
strongly suggested for use in gamma-ray astronomy with the KDE being more useful in the 
case of broad peaks and the cluster method for the investigation of microstructures. 

Acknowledoements. The authors thank B.C.Raubenheimer for discussions and M.Busetta for 
help with the software. 
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TIMING A MILLISECOND PULSAR ARRAY 

Roger W. Romani 
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ABSTRACT. Pulse arrival times for millisecond pulsars show remarkable predictability over periods 
of years; in particular, dominant sources of long-term deviation from timing models for PSR1937 +21 
seem to be uncertainties in the terrestrial time, as established by atomic clocks, and small departures 
from the expected ephemerides of earth motion. It is shown that present limits on additional sources 
of perturbations, such as those generated by a background of gravitational waves, can be improved 
by timing an ensemble of pulsars in concord. Such analyses would also provide measurements of the 
clock and ephemeris corrections and could be used to characterize any gravity wave perturbations. 

1. INTRODUCTION 

For conventional pulsars, measurements of the pulse arrival time at the milliperiod level (Backer, 
these proceedings) allow one to examine perturbations on the scale of the several year observation 
span with accuracies of - 6.T/Tob$ - 10- 11 • In view of this precision Mulholland (1971) suggested 
that ephemeris errors might eventually contribute to the arrival time uncertainty and Detweiler 
(1979) showed how the lowest amplitude pulsar timing residuals could be used to limit a hypothet
ical background of cosmological gravitational radiation. The later argument is surprisingly strong
the energy density in low frequency gravity waves of amplitude h is PGW - hz /(161rG) which for 
waves of period near Tob• and a Hubble constant of H gives a background bound (in units of the 
critical density for closure) of nGW(Tob.)~8YZ/(HzT:".). With existing data it was found that 
n GW ~10-3 for Toba -3-10 years (Hellings and Downs 1983, Romani and Taylor 1983); timing noise 
due to intrinsic instability in the pulsar rotation was found to be the limiting factor in these anal
yses. Millisecond pulsar (MSP) timing (Taylor, these proceedings) has made these measurements 
substantially more powerful, as here - milliperiod accuracies in arrival time determination corre
spond to sub-microsecond timing residuals. Nominally, then, one would expect the bounds on the 
energy density of any perturbations such as a gravity wave background to improve as the mean 
square timing residual R~m$' i.e. by ~ 6 orders of magnitude for observations over a comparable 
interval. 

2. ARRIVAL TIME NOISE SOURCES 

The noise contributing to departures from the timing model fall broadly into two categories: those 
peculiar to the individual pulsar or it's signal propagation path to the Earth receiver, and those 
effects common to all pulsar arrival times which produced correlated residuals. We discuss briefly 

113 

H. Ogelman and E. P. f. van den Heuvel (eds.), Timing Neutron Stars, 113-117. 
© 1989 by Kluwer Academic Publishers. 



114 

the noise sources believed to be important in the present timing of PSR1937+21. 
For an individual pulsar, finite signal-to-noise at the receiver and additional uncertainties in 

measuring the pulsar phase will give a fundamental random error per epoch, u. With current mea
surement procedures, such noise at (1' ~ 0.3Jls apparently dominates the PSR 1937 timing residuals 
up to periods - 107 s. After averaging over the observation epoch 107 T7S, this -white noise con
tributes a mean squared residual of [(2 - 0.013TilJlS2. In propagating through the interstellar 
medium, the pulsar signal will suffer variable dispersion delays and refraction due to electron den
sity fluctuations along the ray path. The fluctuating dispersion produces a mean square residual 
[(2 ~ 1.5C_4A;'Dkpc(v71'7)2 JlS2 (c/. Armstrong 1984, Romani, et al. 1986) where C_ 4 characterizes 
the strength of the scattering, the observation wavelength is Ammeters, the pulsar distance is Dkpc 
and the effective velocity of the medium is 107 V7cm s-l; with parameters appropriate to 1937 at 
1400MHz this is [(2 ~ 0.015Tf JlS2• Note that this variance will continue to grow only until V71'7 
exceeds the (unknown) outer scale of the ISM perturbations. Moreover, simultaneous observations 
at 2380MHz allow the removal of much of this excess delay (Rawley, et al. 1988), and 70d averages 
leave residual errors of'" O.2Jls which are thereafter approximately white in nature. Intrinsic fluc
tuations in the pulsar rotation must eventually be an additional source of noise at some level. If, 
as in many pulsars, this takes the form of a random walk in frequency of strength 10-28SFNHz2s- 1 

for a Pm,ms spin period the resulting residual grows as [(2 '" 3 x 1O-5 SFNP;" T1JlS2 • Present ob
servations show SFN < 1, however in view of MSP evolutionary histories, it would not be surprising 
if S FN were substantially less than those of the quietest measured 'normal' PSRs, i.e. ~ 0.1. 

All pulsars whose arrival time is determined at a given epoch will suffer additional common er
rors. The terrestrial clock used as a reference will show frequency noise on the longest time scales and 
thus introduce additional residuals of [(2 ~ 10-2u;,_14(107)T1Jls2 where the fractional frequency 
stability is 10-14Uy,_14 at 107 s. Errors in the Earth ephemerides produce significant correlated 
residuals for observation spans ~107 s: although these will have a complicated frequency structure 
and are of uncertain magnitude, the resulting residual should grow as roughly [(2 '" 10-3Tf p,s2. 
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Figure 1. Rms arrival time residuals appropriate to PSR1937 as a function of observation span for 
ISM propagation (DM, DM'), pulse measurement (WN), clock (el), and ephemeris (Eph) errors. 
Also shown are the observed rIDS daily residual and contributions due to hypothetical gravity wave 
backgrounds (dashed lines) and pulsar activity (Int). 

Finally, a hypothetical cosmological gravity wave background of energy density per logarith
mic frequency interval flaw times the closure value can produce arrival time perturbations, giving 
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fl2 ~ 33QaWTf/-lS2. Buffeting of the Earth will produce a: correlated signal, perturbations at the 
pulsars will in general be independent (two MSP in a single globular cluster could however show cor
related signals with a lag proportional to their seperation). The various noise sources describes above 
are displayed at levels appropriate to the present timing of PSR1937. The lines DM and DM' show 
the dispersion-induced arrival time fluctuations at 1400 MHz before and after correction, the dotted 
line INT is intrinsic frequency noise at a level SFN == 10,-29. The rms residuals contributed by a hy
pothetical Gravity wave background are indicated for Qa W == 10-6 , 10-8 • The solid point is the rms 
daily residual observed during 4.2 years of timing (Rawley, et at. 1988). Since fitting the pulsar model 
subtracts some of the noise power (Blandford et at. 1984), the actual noise down to frequencies l/T 
will be slightly higher. 

3. REMOVAL OF CLOCK AND EPHEMERIS ERRORS 

After subtraction of contributions due to known dispersion measure variations, Figure 1 shows that 
clock errors and ephemeris uncertainties will increasingly dominate the timing residuals for periods 
Zl year. Thus the timing residual will grow upwards along the corresponding solid lines. Limits on 
Qaw (dashed lines) would still improve, albeit slowly. However, clock and dipole errors peculiar to 
the Earth observatory can be accounted for by timing several pulsars in parallel. A clock correction 
would appear as a 'monopole' term C(t) common to all pulsars on the sky, while at any instant, errors 
in the Earth ephemeris will leave a small unmodeled velocity- the timing residuals would thus show 
a varying derivative (which can be thought of as a redshift) of (05tl - 6t2)/(tl - tz) == D(t)/i(Od' <Pd) 
where Ii gives the component of the dipole velocity along pulsar i. Monitoring these variations 
would provide improved long-term time standards and better estimates of the barycentric motion. 

A gravity wave of strain amplitude h passing the Earth will also produce an anomalous residual 
in a pulsar at (OJ, <Pi) corresponding to a Doppler shift 

Zi(t) == h(t)1/2(1 - cos'Yiw)sin(2a) = h(t)gi(Oi' <Pi; Ow, <pw, 'Pw) 

where the wave is incident from (Ow, <Pw) at angle 'YiW to the pulsar and a gives the angle of 
projection of the wave's principle polarization vector along 'Pw. Inasfar as the gravity wave signal 
in the collection of pulsars is non-degenerate with the other corrections, modeling the clock and 
ephemeris errors can improve bounds on Qaw, as well. 

The rate of change of the residual (i.e. Doppler shift) seen for pulsar i due to the perturbations 
above will be 

Z;(t) == S;(t) + C(t) + D(t)/i + h(t)gi + hi(t)Yi 
where Si is the individual error and hj, Yj refer to gravitational waves buffeting pulsar i. After 
performing a least squares fit to extract the clock corrections we would have a new set of residuals 
zi(t) == Zi(t) - CErn zm(t)/u;")/(L.m u;;.2) where Urn is the rms individual noise associated with pul
sar m, and the clock corrections will be determined to an accuracy ~ (L,m u;;.Z)-l/Z. Simultaneous 
fitting of the ephemeris term gives a more complicated expression. 

To separate these various fluctuations it is clearly desirable to have a number of accurate pulsar 
clocks distributed across the sky. Intrinsic timing noise has not been identified for any 'reprocessed' 
pulsar, so the inverse of the arrival time signal-to-noise( cf. Backer, these proceedings) provides an 
observing system-independent estimate of the 'timability'. This residual noise level will scale as 
S1400/WmS! where S1400 is the flux at 1400MHz and W m $ is the pulse width in ms. The positions 
of several reprocessed pulsars, with a symbol proportional to the log of this timability, are shown in 
Figure 2, along with the line of the galactic plane and the declination range accessible to Arecibo 
observatory. Although detection and timing of fast pulsars will be easiest in the Arecibo dec range, 
the need for substantial angular separations in the timing array encourages searches in the anti
center and southern hemisphere- the recently discovered MSPs in the globular clusters M4, M28 
and 47Tuc are important in this regard. 
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Figure 2. Positions of several 'reprocessed' pulsars with symbols scaled by the log of the estimated 
pulse arrival time sensitivity. The galactic plane and the Arecibo declination range are indicated. 

4. LIMITS ON STOCHASTIC BACKGROUNDS OF GRAVITY WAVES 

Although the gravity wave signal is partly quadrupolar in nature, in fitting out the clock and dipole 
terms as above we have absorbed some potential gravity wave power; as in the case of the temporal 
transfer function estimated by Blandford, et al. it is important to take account of this filter when 
converting a observed residual variance to a limit on the gravity wave spectrum. 

The correlation among residuals allows us to form such a limit, although not knowing the 
direction and polarization of the gravity waves, the signal from the various 'baselines' formed by 
pulsar pairs (i, j) must be averaged up incoherently. Accordingly, a bound on the autocorrelation 
function of the spectrum will be provided by 

where Gij describes the average response of the pulsar pair i, j to a passing gravity wave and the 
weightings aij are chosen such that the variance 

is minimized. When clock and dipole errors are not removed G ij :::: (9ij + oij/6), where the second 
term is omitted if only the gravity waves perturbing the Earth are to be measured and gij is the 
average of gigj over all wave directions and polarizations. The expression for Gij after extraction of 
C(t) and/or D( t) will have additional terms, so the resulting aij will differ, as well. Since h2( r):Sx( r) 
this provides an minimum bound on the background energy density for an array of pulsars i. Note 
that the aij will be functions of the individual noises (T i( r) and will vary as a function of lag, 
especially if the (Ti are red in nature. Moreover, the transmission function for the gravity wave 
signal will, in general, be decreased by fitting other parameters, so unless the noise removed by the 
fit is larger than this decrease in transmission, the limit on h2 ( r) will not improve. For instance, 
removal of 'clock' terms from collinear pulsars would also absorb all Earth passing gravity wave 
signals. 
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As an example consider an array composed of PSRs 1937, 1957 and 1821 timed for a period 
such that the relative arrival time accuracies are (1:3:5) and the clock errors introduce additional 
residuals of 10 in these units (i.e. ~ 3-10y at present sensitivities). If only the local (Earth-crossing) 
component of the gravity wave background is considered, then after selecting the optimum Ctij as 
above, the rms value for X will be reduced below that estimated from 1937 alone by a factor of 2.2 
when monopole clock corrections are not fitted out; the rms X is, however, 2.1 times larger when 
the clock is previously fit. If the distant (pulsar crossing) gravity waves are considered, as well, 
then the limits improve by 2.5 (no fit) and degrade by 1.4 (clock fitted), respectively. However, 
with larger relative contribution of clock errors (slightly longer observation spans) gravity wave 
background limits should always be lower with clock error removal, and will improve rapidly with 
observation span relative to the single pulsar values. In addition, improved timing relative to 1937 
or the discovery of other accurate pulsars at large angles would allow more complete separation of 
the clock, ephemeris and gravity wave residuals. 

The techniques for improving limits on cosmological backgrounds of gravity waves suggested 
above can produce bounds quite significant for several popular cosmologies. In particular, present 
limits from 1937 timing alone, 0 GW < 1.5 x 10-201' for waves offrequency 0.23;S/;S0.63yc 1 (Rawley 
et al. 1987), already place rather tight constraints on theories of cosmic string-induced galaxy 
formation (Vilenkin 1981, Romani 1988). Even modest improvements obtainable from timing an 
array of PSRs over short periods would produce strong violations of the backgrounds predicted by 
most forms of these theories. On a more speculative note, improved pulsar timing might eventually 
reach sensitivities for which gravity wave perturbations (which are certainly present at a minimum 
level associated with primordial fluctuations) are significant and contribute to the timing noise. 
It is also possible that exotic astrophysical sources might generate detectable waves at late times. 
For instance ~ lOy of 1J1s white noise residuals would give a strain sensitivity of ~ 10-15 _ a 
109 M 0 , 3 year period black hole binary anywhere within the Hubble volume could then be detected 
with a signal-to-noise of ~ 10. (For one such object to be present today, one could require that 
10-3 of all massive galaxies would suffer mergers and coalescence of such central black holes.) In 
this case the positive identification of the gravity wave signal could be obtained via the correlated 
'local' residuals between several pulsars timed at this level of accuracy. Since the signals would 
now be detected coherently on the several baselines, simulation shows that the timing experiment 
would then operate as a gravity wave 'telescope', locating such sources to ~ 10arcmin accuracy and 
providing measurements of the wave amplitude and polarization; alternatively, the array would put 
rather strong limits on their occurrence. 

REFERENCES 

Armstrong, J.W. 1984, Nature, 301, 527. 
Blandford, R., Narayan, R., and Romani, R.W. 1984, J. Astraphys. Ast., 5, 369. 
Detweiler, S. 1979, Ap.J., 234, 1100. 
Hellings, R.W. and Downs, G.S. 1983, Ap.J., 265, L39. 
Hogan, C.J. and Rees, M.J. 1984, Nature, 311, 109. 
Mulholland, J.D. 1971, Ap.J., 165, 105. 
Rawley, L.A., Taylor, J.ll., Davis, M.M., and Allan, D.W. 1987, Science, 238, 761. 
Romani, R.W. and Taylor, J.H. 1983, Ap.J., 265, L35. 
Romani, R.W., Narayan, R., and Blandford, R.D. 1986, Man.Not. R. astr. Soc., 220,19. 
Romani, R.W. 1988, Phys. Lett. B, submitted. 
Vilenkin, A. 1981, Phys. Lett., 101B, 47. 



THE SCALING OF RADIO PULSAR TIMING NOISE WITH SPIN PARAMETERS 

Rachel J. Deweyl and James M. Cordes 
Center for Radiophysics and Space Research 
Cornell University 
Ithaca, NY 14853 
USA 

ABSTRACT. Measurements of pulsar timing noise are now available for 39 pulsars, and 
upper limits for 18 other pulsars. We investigate the relation of timing noise to pulsar period 
and period derivative using a method that incorporates the upper limits. We confirm previous 
findings that timing activity, as conventionally quantified, depends strongly on period derivative 
but only weakly (if at all) on period. We also find that the scatter around our best fit to P and 
P is considerably larger the measurement error, suggesting that other variables must playa 
significant role in timing activity. At this point we find no need to treat millisecond pulsars as 
a separate population in timing noise studies, though this may become necessary if the limits 
on the timing activity of such pulsars continue to decrease. 

KEYWORDS: pulsars - stars: neutron 

1. INTRODUCTION: 

Radio pulsars are, in general, very good clocks: some appear to be as good or better than 
the best clocks on earth (see papers by Backer and Talyor in this volume). Others, however, 
are not nearly as good and most pulsars with periods longer than 10 ms show deviations from 
a simple secular slowdown. These deviations appear as sizable "glitches" in period P and 
period derivative P and/or as lower level timing noise i.e. small random fluctuations in pulsar 
arrival times. Timing noise reflects small scale changes in the pulsar's rotation rate which are 
believed to be tied directly to the the interior dynamics of the neutron star or to processes in 
its magnetoshpere. Pulsar timing behavior can therefore be used as a probe of neturon star 
physics (e.g. Alpar et al. 1984ab, Alpar, Nandkumar and Pines 1985, 1986, Cheng 1987abj see 
also Alpar, Cheng, Pines, Shaham and Sauls in this volume). 

In this paper we investigate the correlation of timing activity to pulsar period and period 
derivative. These quantities describe the basic rotational behavior of pulsars and are expected 
to be intimately connected with timing activity. In addition they correlate strongly with other 
neutron star properties (e.g. age and magnetic field) on which timing activity may depend. 
Therefore, even if timing activity cannot be completely described by P and P, its dependence 
on these quantities should provide useful information about the underlying neutron star physics. 

1 Present address: Jet Propulsion Laboratory, 4800 Oak Grove Drive, Pasadena, CA 91109 
USA 
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2. DATA AND METHODS USED 

Studies of pulse arrival times (e.g. Cordes and Downs 1985, Cordes and Helfand 1980) show 
that the level of timing noise varies strongly from pulsar to pulsar as does its detailed behavior. 
Rotational phase deviations can be described as superpositions of small discontinuities in phase, 
frequency, or frequency derivative and the rms phase residual after a second order polynomial 
fit (used to remove the secular spindown) is the simplest measure of timing noise. Following 
Cordes and Helfand (1980), we define an "activity parameter" 

A I [ cr(2, T) ] - og 
- crcrab(2, T) 

which relates cr(2, T), the rms residual over a time span T after a second order fit, to the same 
quantity for the Crab pulsar over the same length of time. Since the timing noise of the Crab 
has been idenitified as frequency noise, crcrab(2, T) can be scaled from the value measured over 
1628 days: 

( T) ( ){Tday• )3/2 ( ) (Tday• )3/2 crCrah 2, = crCrab 2,1628 1628 ~ 12ms 1628 . 

Note that the rms timing noise is defined in temporal units. In the analysis below this choice 
of units affects the way in which A scales with P and Pj we also consider the scaling which 
results when the rms timing noise is expressed in phase units. 

We used as our data set the activity parameters compiled by Cordes and Downs (1985), 
with improved data for PSRs 1937+21 and 1913+16 from Rawley (1986). We also included data 
for three recently discovered pulsars, PSRs 1855+09 and 1953+29 for which good upper limits 
on the timing noise are available (Rawley 1986) and PSR2334+61 which shows measurable 
timing noise (Dewey et al. 1988). Figure 1 shows the activity parameters of these pulsars 
plotted against period and period derivative. 

For a number of the most interesting pulsars, and for a considerable range in P, only 
upper limits on A are available and it is useful to incorporate these into the analysis of timing 
noise. To do this we use the parameterized maximum likelihood method described by Avni et 
al. 1980. Similar methods are discussed by Schmitt (1985) and Feigelson and Nelson (1985). 
We assume that timing activity depends on P, P and on some "hidden variables·, such as 
mass or temperature, on which we have no direct information. These hidden variables produce 
scatter around any relation between A, P and P. We assume that the mean activity parameter 
scales with log P and log P as 

where P is measured in seconds, P in units of 10-15 s s-1, and where a, fl and / are unknown 
constants. Individual values of A are assumed to be gaussianly scattered about the mean with 
standard deviation 5 that, for tractability, is considered independent of both of P and P. Our 
analysis shows no evidence to contradict this last assumption. 

For a given underlying distribution described by a, fl, /, 5, the probability Pi that the ith 

pulsar with period Pi and period derivative Pi has a measured activity parameter Ai is 

P· (a Q '" 5) = _1_eiA ,-A(P"P,lI' /26' ~A· , ,f',,, 5v'21f ' 

where ~Ai is the uncertainty in the measurement of Ai. The probability of observing an upper 
limit Ai is 

1 lA' . , , p·(a fl / 5) = -- ei",-A(P"P,)j /26 dz 
, , " 5v'21f_00 
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Figure 1 The activity parameters which make up our data set plotted against pulsar 
period (a) and period derivative (b). 

The probability of obtaining the total observed set of Ai for N pulsars is: 

N 

Ptot(a,,8,'Y,u) = I1Pi(a,,8,'Y,6) 
i=l 
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where Pi is given by whichever of the above equations is appropriate. By maximizing Plot 
with respect to a,,8, 'Y, 6, we obtain the underlying distribution (given our choice of underlying 
functional form) most likely to result in the N observed values of A. The maximization was 
done numerically, assuming .c1A = 0.2 for all pulsars for which a value (rather than an upper 
limit) for A was determined. The values which maximized Ptot were a = -0.4, ,8 = 0.8, 
'Y = -1.8, 6 = 0.75. 

3. GOODNESS OF FIT AND ERROR ESTIMATES 

The method just described gives a "best fit" to the data, but does not quantify the goodness 
of fit. IT the fit is good the probability, PmQ:J:, of the maximized solution should be similar to 
the optimum value obtained if the input data are replaced with random numbers drawn from 
the best fit underlying functional form. We found this to be true. IT the assumed form of the 
underlying distribution is in error a fit to subsets of the data, such as pulsars with large P, 
or pulsars with small P, should result in different solutions for a, ,8, and'Y and smaller values 
of 6. Fits to such subsets did not result in smaller values of 6, and within the uncertainties 
(which were large for some SUbsets) did not result in different solutions for a, ,8 or 'Y. Finally, 
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if the basic underlying model is good and A indeed depends more strongly on P and P than on 
any of the hidden variables, the scatter around A should be significantly smaller than the total 
range of A. Since values of A range from -4.0 to 1.0 and 0 = 0.75, we find this to be true. 

We used two methods to estimate the uncertainties in our solution. Avni et al. (1980) 
show that the 95% confidence level is equivalent to the surface in a, fJ, "I, 6 space where 

-,-P...:to::.:t:..!.(_a.:..:, fJc...:..-' "I..:..:,,-o..!..) = e - 4 

Pm= 

This method has the disadvantage that it does not provide any information about the overall 
goodness of fit. Schmitt (1985) suggests obtaining error estimates by generating pseudo input 
data from the best fit underlying distribution and looking at the scatter obtained in numerous 
trials. This allows a comparison of the values of Pm= obtained from pseudo data with that 
obtained from the actual data, as described above. We found that the two methods produce 
similar error estimates. Our final results are: 

a = -0.4±0.8 

fJ = +0.8 ± 0.4 

"I = -1.8 ±0.4 

0= +0.75 ± 0.2 

Since the rotational dynamics of neutron stars are naturally quantified using 0 = 1/ P, 
and 0, it is useful to define an alternative function for the mean activity parameter in terms 
of these variables: 

A = a' log 0 + fJ'log 101 +"1' 

It may be shown that a' = -(a + 2fJ) and fJ' = f3. Another 'rescaling' results if, instead of 
expressing phase deviations in time units, a new activity parameter A", is defined in terms of 
dimensionless phase deviations: 

A", = A + log PCra/> - log P 

If A", scales as 
A", = a" log P + fJ" log P + "I" , 

then a" = a-I and f3" = fJ. 
Figure 2a shows the regions of the a, fJ plane allowed by our solutions and Figure 2b 

shows the value of A predicted by our best fit solution plotted against measured values of A. 
The upper limit on the activity parameter for PSR1937+21 (A ::; -4.0) lies slightly below 
the predicted value (A = -3.8), though well within the expected scatter. This suggests that 
1937+21 may begin to show meausurable timing activity in the next few years. The limits on 
A for the two other millisecond pulsars in our sample (1855+09 and 1953+29) lie well above 
the predictions for A. 

4. CONCLUSIONS 

A number of conclusions can be safely drawn from our results. First, and most importantly, it 
is possible at present to treat all pulsars as a single population with regard to timing activity. 
This may cease to be true if the upper limits on A for the millisecond pulsars (and PSR1913+16) 
decrease significantly (more than one unit in A). Such a decrease requires at least an order of 
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FIG URE 2 (a) The regions of the 0<,.B plane allowed by our solution and (b) observed 
values of A plotted against values of A obtained from our best fit model. 
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magnitude increase in timing accuracy or an additional seven to ten years of data at current 
accuracies. Second, when timing activity is measured in temporal units, the dependence of A 
on only P and hidden variables is allowed by the data, while dependence on only Ii and hidden 
variables is not. If phase units are used, the data allow a dependence of A./> on Ii alone but 
not on P alone. Finally, for values of P > 10-16 s s-l, A depends more strongly on P than on 
any of the hidden variables (for lower values of P only upper limits on A are available and so 
the true scatter in the data is unknown). However, the scatter (5 = 0.75) around our best fit 
model is considerably larger than the measurement uncertainty, signifying that variables other 
than P and P playa substantial role in determining a pulsar's level of timing activity. 

This research was supported by the NSF through grant AST 85·205030 to Cornell Uni· 
versity and by the National Astronomy and Ionosphere Center, operated by Cornell University 
under contract with the NSF. A portion of the research described in this paper was carried out 
by the Jet Propulsion Laboratory, California Institute of Technology under contract with the 
National Aeronautics and Space Administration. 
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SIMULATION OF INTERSTELLAR SCATTERING EFFECTS ON PULSAR TIMING 

Roger S. Foster! and James M. Cordes2 

! Astronomy Department, University of California, Berkeley, CA 94720 USA 
2 Astronomy Department, C( -nell University, Ithaca, NY 14853 USA 

ABSTRACT. A computer simulation has been devised to study the effects of interstellar scattering 
on pulsar pulse times-of-arrival using a one-dimensional power-law phase screen. The motivation 
for this study is to understand the limits on pulsar timing imposed by interstellar scattering (ISS). 
For a given model of the electron density spectrum, multi-frequency timing observations may be 
able to remove the plasma propagation effects. Removal of these effects is necessary to obtain sub
microsecond timing estimation of pulsar proper motion, parallactic distance, and other effects. In 
this paper we present some of our preliminary results. 

1. INTRODUCTION 

Pulse times-of-arrival are perturbed by delays associated with the low wavenumber (refractive) 
electron density variations in the interstellar medium (e.g. Armstrong 1984; Blandford, Narayan, 
and Romani 1984; Cordes, Pidwerbetsky, and Lovelace 1986). We use a one-dimensional phase 
screen to simulate the effects of a varying electron column density along different lines of sight. The 
electron density spectrum can be modelled as a power spectrum 

(1 ) 

where q is the fluctuation frequency, qo and q! are the low frequency and high frequency cut
offs respectively, CN 2 measures the amplitude of the power spectrum, and a is the spectral index. 
Cordes et al. (1988) show, from three years of timing observations on PSR 1937+214, that diffractive 
scintillation parameters (time scale and bandwidth) scale with frequency in a manner consistent with 
a Kolmogorov turbulent spectrum. A Kolmogorov spectrum in the one-dimensional case corresponds 
to a power spectrum with a = 8/3. 

As a function of position along the screen, the phase can be directly related to the changing 
electron column density (dispersion measure) fluctuations as follows: 

fa. 
,p(x) = -Are Jo dZ'one(x) = -8.4 X 105ALlDM, (2) 

where re is the classical electron radius, A is the observing wavelength in cm, on. (x) is the amplitude 
of the electron density fluctuations, Llz is the screen thickness, and LlDM is the dispersion measure 
fluctuation in pc cm- 3 . The refraction angle produced by the screen is proportional to the derivative 
of the phase across the screen: 

(3) 

where k is the wavenumber. 
The phase screen ,pC x) produces three major time delay terms that can be observed in pulsar 

timing analysis. The dispersion measure delay is proportional to the phase divided by the frequency, 
~ ,p(x)/w. The geometrical delay, ~ D()//2c depends on the increased path-length a wave travels 
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after refractive bending. Finally, the angle-of-arrival fluctuations introduce errors in estimating the 
times of arrival at the solar system barycenter, manifested as an additional refractive delay term. 
This ISS barycentric correction error for a source in the ecliptic plane is - (AUOr/c)cosfU, where 
n is the orbital frequency of the earth around the sun. In the simple single cloud model these three 
delays scale as A2, A4, and A2 respectively. For the case of a Kolmogorov power spectrum these 
delays scale as A2 , A49/ 15, and A49/ 30 . 

TABLE I 

Time of Arrival Variations 

Term Single Kolmogorov PSR 1937 @ 1 GHz 
cloud spectrum (r in months) 

DM variation A2 A2 0.4 r 5/ 6 {IS 

(r.at ::::: 104 yr) 

Geometric time A4 A49/ 15 O.lr {IS 

delay (r.at ::::: 2.3 months) 

ISS A2 A49/ 3O 0.2 rcos(nt) {IS 

'barycentric error' (r.at ::::: 1.9 months) 

Other frequency dependent delays that contribute at the sub-microsecond level, including 
variability of the diffraction smearing time, imperfect polarization calibration, and pulse phase jitter. 
These additional delays have been explicitly neglected in this simulation, but are effectively included 
in the white noise background. Table I lists the various delay terms, the wavelength dependence 
of each term, and the amplitude of the term scaled for PSR 1937+21 at an observing frequency of 
1 GHz. These terms scale with time r up to a saturation scale. Different phase screens have been 
used in the simulations, but most of the work was done using a standard Kolmogorov power-law 
screen. 

2. MODEL 

The simulation model is based on a spherical wave radiating from a pulsar at distance D. A 
one-dimensional phase screen is generated by multiplying a white noise spectrum by a power law 
and taking its Fourier transform. The phase screen is then normalized to produce the appropriate 
dispersion measure variation for a given scintillation bandwidth at 1 GHz. The screen propagates 
perpendicular to the observer at a velocity v..cr and distance D/2. The screen has explicitly mapped 
structure covering scales from - 1012 em to - 1016 cm. Length scales between 109 cm to 1012 em are 
reached by scaling laws. The 1016 cm outer scale is arbitrary, and equals the size of the computed 
phase screen. Each point on the phase screen maps to a unique point on the ground using a ray
optics code. The mapping from the ground back to the screen may be multi-valued, however. Every 
point on the ground has an accumulated intensity and average angle-of-arrival. 

The resulting data scale with frequency according to the observational input parameters, the 
power spectrum slope, and the assumed scintillation bandwidth. The arrival times of the wavefronts 
are adjusted to topocentric arrival times from barycentric arrival times assuming a circular earth 
orbit. After fitting the data for standard pulsar spin parameters (P, P, P), proper motion and 
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distance, residuals are output for further analysis. The assumed parameters for the PSR 1937+21 
system used in the simulation are given by Rawley et al. (1987, 1988). The timing accuracy was 
(optimistically) assumed to be - 100 nanoseconds for most runs. Table II list the scaling of the 
various terms used in the simulation. 

Term 

Scintillation 
Bandwidth 

Diffraction angle 

Fresnel Scale 

Diffraction scale 

Refraction scale 

Multi-path scale 

Bin size 

rms phase amplitude 

3. RESULTS 

(}d 

Rj 

bd 

Ir 

Rmp 

b 

TABLE II 

Scaling Laws Used in Code 

Scaling Relationship 

112( a+1 )/( a-I) 

2(c/7r DAII)I/2 

(>.D/47r)1/2 

l/k(}d 

R;/bd 

D(}d/2 

~cr 

Description 

set to - 3 X 105 Hz 
for PSR 1937+21 @ 1 GHz 

using spherical wave 
geometry 

assuming a 1-D screen 
at distance D/2 

where D/2 IS the 
screen distance 

bin size is in units of 
screen velocity times 
seconds per day 

root-mean-square phase 
fluctuations used to 
normalize screen 

Assuming a Kolmogorov power law spectrum for the electron turbulence and an observing 
frequency of 1 GHz, a four-year simulation for one particular phase screen produces ISS barycentric 
correction errors of - 0.5 IlS, geometrical delays of - 0.3 IlS, and dispersion measure delays of about 
4 IlS. These terms plus the final fits are shown in figure 1. Simulations at lower frequencies yield 
results that scale according to the wavelength dependences given above and in Foster and Cordes 
(1988). Looking at the best-fit residual data, the derived proper motion is determined to better 
than 50 percent of the true value, while the distance estimate has no statistical significance. 

Comparison of the simulated data and the observed data from PSR 1937+214 (Cordes et 
al. 1988) has not been completed. Assuming that the electron density power spectrum really does 
obey a Kolmogorov power law then it may be possible to remove the effects of a phase screen by fitting 
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FIGURE 1 

1 GR. 

Simulated timing residuals at 1 GHz as a function of observation date. Panels show the ISS 
barycentric correction term, geometrical delay, dispersion delay, ilIld post-fit residuals. 
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multi-frequency data to the appropriate frequency dependent functions. Clearly, if high precision 
timing is the primary goal then higher frequency observations reduce the dependence on removing 
the effects of a phase screen. Lower frequency observations though, can be utilized to probe the 
electron column density turbulent spectrum. With the appropriate measurements, removal of the 
dispersion measure and refractive delays may be performed. The ultimate precision of delay removal 
is uncertain, as it depends on the form of electron density variations for scales much larger than 
those probed with scintillation observations. Although pulsar scintillations show consistency with 
a Kolmogorov spectrum, ample evidence exists (Fiedler et al. 1987; Cordes and Wolszczan 1986) 
that discrete electron density clumps exist that are probably distinct from any Kolmogorov process. 
Removal of the effects caused by clumps will require observations at several to many frequencies. 

4. CONCLUSIONS 

Dispersion measure and geometrical delay terms cannot be separated by single frequency 
observations. Multiple frequency observations could help separate the various frequency dependent 
terms. The ISS barycentric correction term is not separable from the dispersion measure fluctuations 
because they both scale as ~ .x2 . At observing frequencies near 1 GHz, dispersion measure and ISS 
barycentric correction errors dominate for a Kolmogorov spectrum and four years of simulated data. 
Near 500 MHz the geometrical term becomes more important. 

High precision timing data require very frequent regular sampling over intervals much less 
than the refraction time scale. A good distance estimate from the parallax term requires sampling 
at intervals of less than one month. Angle-of-arrival and dispersion measure fluctuations may be 
evident on time scales of days. Long-term high precision timing of multiple pulsars along different 
lines of sight can place constraints on the likelihood of observing extreme scattering events of the 
kind reported by Fiedler et al. (1987). Well sampled data also place constraints on the electron 
density spectrum that exists in the interstellar medium. 

The authors gratefully acknowledge helpful discussions with R. Romani and D. Backer. Par
ticular mention is given to D. Backer for his suggestion to consider the ISS barycentric correction 
error effect on pulsar timing. 
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THE RADIO EMISSION FROM PULSARS 

F. Graham Smith 
University of Manchester 
Nuffield Radio Astronomy Laboratories 
Jodrell Bank 
Hacclesfield 
Cheshire SKII 9DL, UK 

The location and the geometry of the radio emission from pulsars follow 
a simple pattern: the excitation and mechanism of the radiation are 
complex and less easily understood. The simple geometry may even be 
obscured behind the mass of detail imposed by the variety and variability 
of the observed characteristics of the radiation. 

1. GEOHETRY 

I start with the simplest model, in which the radio emission originates 
1n limited regions over the polar caps, forming two opposite radial beams. 

,I 

1 
~"",.h~ b._ 

Figure 1. The magnetic field structure of a pulsar, showing the two 
radio emitting regions. The light cylinder radius rc = cw- I , where w 
is the angular velocity. 

Depending on the position of the observer, one or both of these beams 
may cross his line of sight to the pulsar; the width and shape of the 
pulse then depend on the angular width of the emitted beam and on the 
way in which the beam crosses the line of sight. 
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The two youngest pulsars, Crab and Vela, conform to this model but 
radiate in addition another double beam from optical to gamma-ray 
energies. The Crab Pulsar also radiates in the radio spectrum in these 
high photon energy beams: its typical radio emission, analogous to that 
of all other radio pulsars, is only in its so-called precursor pulse. 
The high photon energy beams are radiated from further out in the co
rotating magnetosphere, from locations defined by the edges of the polar 
caps but about nine-tenths of the radial distance to the velocity-of
light cylinder (Smith et al. 1988). 

Although the pulses from a typical pulsar are very variable, the 
integrated profiles constructed by superposing some hundreds of pulses 
are stable. They vary greatly in shape and width, but could be charac
terised by a small number of simple components each of order 20 wide 
spread over about 100 of rotation. These individual components 

OO)~ 0I)4:1:l 11J1IA 19.v.l-'!A.,. 

O}19+54~ 09~ I'III~ 2001+)1 A 
04~O~ "l.1+'6M ~ lOt6+2~ 
052.S+~ 12)1"'1~ 1911-001/\ 202~ 

05~ I~~ 1'119+1In »I'-I~ 

06~ ~ 19~~ 
2111+~ 

0809~ 1604-)-\ 19.1J+I/\ !217+4'J\ 
OII&-IlA 1642~ 1944~ ~ 

Figure 2. Integrated profiles of thirty-one pulsars, on a single scale 
of rotational longitude. (Jodrell Bank; 408 MHz) 

originate in discrete regions within the polar cap, indicating that 
there is a stable pattern of excitation which varies across the cap. 

The integrated profile of most pulsars is recognisably similar 
over a wide range of radio frequencies, often showing the same pattern 
of discrete components. The overall width, however, is frequency 
dependent, especially below 1 GHz, where the width varies as v-!. 
This frequency dependence is simply interpreted as lower radio 
frequencies originating from larger radial distances. 

Some integrated profiles are very wide: these correspond to close 
alignments between the magnetic polar axis, the rotation axis and the 
line of sight. For PSR 0826-34 the beam remains within the line of 
sight for almost the complete pulse period, while for PSR 0950+08 the 
beam occupies about half the period. In the latter case, the radiation 
is seen to be concentrated at the outer edges of the beam, and one edge 
is stronger than the other. 



135 

............... 
PSR 0950+08 ........ ~~' .... .. , 

........................................ ,/ 

Figure 3. Profiles at three frequencies: ~ 610 MHz; 
•••• , 150 MHz. (After Lyne, Smith & Graham, 1971). 

240 MHz; 

o '7· ~. 

Figure 4. Integrated profiles of two pulsars with wide profiles 

Some integrated profiles are doubles in which the two pulses 
correspond to the two poles: here the polar axis is perpendicular to 
the rotation axis, and the observer is close to the equatorial plane. 

I\. 

Figure 5. Integrated profiles of two pulsars with interpulses 
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These geometrical effects combine with the inherent variety of 
excitation across the polar cap to produce a chaotic range of integrated 
pulse shape and width. The chaos has been reduced to order by Rankin 
(9 83) and by Lyne and Manches ter (1988). The key is the recogni tion 
of partial profiles, in which part of the polar cap is not observed: 
these are recognised by the pattern of linear polarisation, and their 
proper width can then be deduced. Lyne and Manchester show that this 
width depends on the orientations of the polar and rotation axes. The 
bipolar pulsars give the minimum observed width; other orientations 
give wider widths. 

' . .... .. " ... 
\ ~ .... " . :. .. 

... ": " .. 
~ ". " .. : .. 

C.I ,·0 ''"' 
Figure 6. Corrected angular beamwidths (shown as the angular half
width p~) as a function of period P. 

The minimum deduced widths p~, as shown in Fig.6 as angular half
widths for 408 MHz, follow a simple law: 

PI = 6.50 p_l/3 
2 sec 

The larger values correspond to different orientations. Their 
distribution enabled Lyne and Manchester to point out a weak tendency 
towards alignment of the magnetic and rotation axes in older pulsars. 

2. EXCITATION AND THE RADIATION MECHANISM 

We have already seen that the polar cap is not a uniform source of 
radiation. The discrete components of a typical profile originate in 
discrete locations, which seem to be randomly distributed over the 
polar cap. These components may switch on and off, giving the 
phenomonon of moding. 

Moding occurs simultaneously at all radio frequencies: it is 
regarded as a change in exci tation which follows along a connecting 
magnetic field line. An extreme form of moding is nulling, in which 
all components switch off simultaneously. Modes and nulls may persist 
for any time from a single pulsar period up to several hours. 



Figure 7. Two different modes for the pulsars PSR 1237+25 and 
PSR 0329+54 

The polarisation in the integrated profile follows a simple 
typical pattern, showing none of the complicated components of the 
intensity profile itself. 

:J~ 
10 10 J(.\(msl 
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Figure 8. Polarisation in integration profiles of six pulsars. The 
broken line represents the linearly polarised component, and the graphs 
below the profiles show the position angle. (Jodrell Bank recordings at 
408 MHz and 610 MHz) . 

The linear component shows the typical S-shaped sweep, covering up 
to 1800 • The total swept range, and the rate of sweep, provide the 
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essential beam geometry as investigated by Lyne and Manchesber. A 
circularly polarised component is often observed in integrated profiles 
when the line of sight cuts close to the centre of the polar cap: 
typically a simple switch is observed between the two hands of circular. 
The linear polarisation is often very high, approaching 100%. The 
circular polarisation reaches 50% in the bipolar pulsar PSR 1720-19; 
surprisingly it has the same hand for the two opposite poles. 

3. INDIVIDUAL PULSES 

The repeatability of the integrated profiles is in contrast to the 
variability of the individual pulses. 

Figure 9. A sequence of individual 
pulses of PSR 0329+54, and the 
integrated profile 

This variability is at least partly attributable to change in excitation 
affecting a wide range of radio frequencies simultaneously. Some 
individual pulses have a very fine structure, known as micro-structure; 
This is often quasi-periodic, repeating at intervals of order 1 milli
second. Microstructure is also seen simultaneously over a considerable 
range of frequencies, and is therefore regarded as a variation in 
excitation common to a particular field line. 

Individual pulses are commonly very highly polarised, occasionally 
practically 100% polarised. 

An organised pulse-to-pulse variation which is observed mainly in 
older pulsars is the phenomenon of drifting. 

Here an identifiable pulse component is seen in successive pulses 
at a progresively earlier or later pulse phase. Again, this is regarded 
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Figure 10. Drifting and nulling. Each horizontal line is centred on the 
expected arrival time, with time increasing downwards and to the right. 
The positions of each sub-pulse are shown. PSR 0031-07 and PSR 0809+74 
are typical negative drifters. PSR 0031-07 shows large null periods, 
missing about twenty pulses. (After Taylor & Huguenin, 1971). 

as a variation in excitation. Activity of some kind circulates around 
the magnetic pole. Two or more excited regions can be seen as they 
move into and cross the observable region of the polar cap. 

Drifting and nulling are interconnected. When pulses restart 
after a short null, the drifting has apparently continued through the 
nulling interval, but at a modified rate. 

4. INTENSITY AND SPECTRUM 

The overall radio spectrum is very steep. It is well fitted by a power 
law, with a change of index in the region of 1 GHz and often with a 
low frequency cut-off. The centre of the polar cap has a steeper 
spectrum than the outer regions. 

The intensity is very high, corresponding to impossibly high 
brightness temperatures. Both the high intensity and the narrow band
width of radiation from a particular location indicate that the 
radiation is coherent. 
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Figure 11. Typical radio 
frequency spectra of pulsars. 
The spectra are generally 
curved, and often show a low 
frequency cut-off. 

5. INTERPRETATION 

The geometry of the emitting regions is determined by the polar 
magnetic field, and the emission is directed along the field lines. 
If we locate the edges of the integrated profile on the limiting field 
lines, i.e. those lines which just close on the velocity of light 
cylinder, we can find the height of emission from simple geometry. If 
the limiting field line is inclined to the magnetic axis by angle 0a 
as it crosses the surface at radius a, its inclination ° at radius r 
is given by 

r 
a 

S1a Since 0a = where is angular velocity, for a pulsar with a=15 km 
c 

we have an angular beam width for a source on the surface 
_1 

2 ° = 20 P 2 a s& 1 

The observed beamwidth at 408 MHz is 130 p- /3 We deduce that the 
.. s~c 

source ~s at rad~us r ~ 40 a for a pulsar w~th P = 1 sec, and at 
radius r ~ 20 a for P = 10 millisec. At other frequencies these 
heights vary as v-! 

This height probably does not scale exactly down to the shortest 
periods, where it would place the radio source far out in the magneto
sphere beyond the velocity of light cylinder. In these pulsars we may 
have to take account of relativistic beaming. 

The radiation frequency is associated with radius; the beamwidth 
and polarisation are determined by the magnetic field lines. It is 
reasonable to associate the radio frequency with magnetic field strength. 
The gyro frequency for electrons with relativistic factor r is 



eH 
w = rmc 
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At r = 40a, H ~ 107 gauss. Hence we need r ~ 102 to 10 3, which is 
reasonable. The radius-to-frequency mapping needs r Ct r-l. 

Coherence probably falls wi th decreasing wave length, giving the 
steep spectrum. We therefore expect the enhancement in brightness tem
perature to be due to particle concentrations within linear distances 
of the order of one wavelength, i.e. in bunches of order one metre in 
size. 

The radiation mechanism is presumably similar to gyro radiation, 
in a stream moving towards the observer along the curved field lines. 
It is boosted by coherence which varies across the source and which 
may differ for different polarisations. A warning against simple 
models is provided by the common phenomenon of orthogonal polarization, 
in which the position angle switches by about 900 either within a pulse 
or randomly in successive pulses. As with other switching phenomena it 
seems that this is to be associated with changes in excitation rather 
than with propagation conditions outside the source. 

Nulling itself does not mean that a stream of particles has been 
cut off. Fillipenko and Radhakrishnan (1982) suggest that the stream 
may continue, but without the bunching that is essential for radio 
emission. 

6. CONCLUSION 

We now understand the geometry of the radio emission, but not very much 
of the physical processes of excitation and radiation. 
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A Timing Analysis of the Clifton and Lyne Pulsars 

Jonathan McKenna 
University of Manchester 
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ABSTRACT. Utilising standard procedures, timing studies of the 40 
pulsars discovered in the Jodrell Bank 1400MHz Survey have been 
undertaken. The results include the first measurement of the pulsars' 
period derivatives which then permit a determination of their 
characteristic ages. On average, the pulsars are about one order of 
magnitude younger than the rest of the known pulsar population. 
Despite this, none of them, with the possible exception of PSR 1822-14, 
is associated with a known supernova remnant. Although confirming that 
previous searches missed some younger, faster pulsars, the results 
presented here do not preclude the possibility that pulsars are 
"injected" into the population with a period of about 0.5s (Narayan, 1987). 
Finally, "glitches" have been observed in two of the pulsars. That seen 
in 1823-13 has ~P/P ~ -2.5x10- 6 making it one of the largest glitches 
yet seen. The glitch in 1737-30 has ~P/P = -4.2x10- 7 and ~P/P =2.6x10- J • 

1. INTRODUCTION 

In this paper, I intend to show how the timing of radio pulsars can 
impinge upon many areas of neutron star astronomy. In particular, we 
shall see that timing studies can reveal about the birth, evolution and 
interior of neutron stars. 

First, however, it might be appropriate to make a few general 
remarks about pulsar timing as done at Jodrell Bank. The techniques 
employed to collect, reduce and analyse data are very similar to those 
used by other groups (Backer, 1989; Taylor, 1989). One possibly 
important difference is the use at Jodrell of the JPL planetary 
ephemeris (Standish 1982), as opposed to the MIT ephemeris more commonly 
used. Tests are, however, currently underway to ensure that no major 
discrepancies exist in results obtained from the different pulsar timing 
programs. 

In total, about 130 pulsars are observed regularly at Jodrell Bank. 
This means that for each pulsar two or three observations separated by 
a few days are made about every three months. Timing is undertaken 
primarily at 408 MHz, 610 MHz, 1420 MHz and 1667 MHz and we have the 
use of four fully-steerable telescopes. One of these, the 12.5m dish, 
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follows the Crab pulsar for as long as it is above the horizon. 
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Figure 1. A histogram showing the distribution of periods 
for (a) all pulsars discovered in previous major surveys 
(solid line and left-hand scale) and (b) the Clifton and 
Lyne pulsars (dotted line and right-hand scale). 

2. THE JODRELL BANK 1400 MHz SURVEY 

The particular sample of pulsars under consideration here were 
discovered in the Jodrell Bank 1400 MHz Survey of 1983/4 (Clifton,1985; 
Clifton and Lyne, 1986; Clifton et al, 1987). Essentially, this survey 
was an attempt to find young, fast, Crab-like pulsars by mitigating 
certain selection effects which had biased previous surveys against 
such objects. The main features employed to this end were a high 
observing frequency, 1400 MHz, and a high sampling rate of 500 Hz. The 
concomitant reductions in pulse broadening due to scintillation, 
dispersion and sampling were calculated to allow increased sensitivity 
towards shorter period pulsars. The high observing frequency also 



reduced the relative strength of the galactic background, thus 
permitting a low galactic latitude search for young pulsars. 
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The survey found forty new pulsars, thirty of which, it is 
estimated, would not have been detected in previous surveys. Figure 
shows that the survey was successful in finding faster pulsars; it is 
clear that the average period of these pulsars is somewhat shorter 
than that of the rest of the known population. To ascertain whether 
or not the Clifton and Lyne pulsars (as these objects are widely known) 
are young pulsars requires a knowledge of their period derivatives. 
These only became available after timing observations were made over a 
number of months. 

3. THE TIMING ANALYSIS 

The observations of the pulsars were carried out between August 1985 
and January 1988 during which time an average of 30 separate 
observations were obtained for each pulsar. The standard methods of 
data analysis (Manchester and Taylor, 1977 ; Backer and Hellings,1985) 
were used to solve for six parameters - period, period derivative, 
dispersion measure, position and epoch. In most cases, this was the 
first determination of the pulsar's period derivative. Unique fits 
were obtained for 34 of the 40 pulsars and the results are given in 
Tables I and II. 

4. THE IMPLICATIONS OF PERIOD DERIVATIVE 

The determination of a pulsar's period derivative allows us to estimate 
both its magnetic field and its age. 

4.1. Magnetic Field 

An approximation to a pulsar's magnetic field strength can be made if 
we assume the pulsar to be an oblique rotator (Pacini, 1967). It can 
then be shown that the surface magnetic dipole strength, B, is given by 

(1) 

. -1 
where B is measured in gauss, P in seconds and P in ss Thus the 
magnetic fields of the Clifton and Lyne pulsars are shown in Table I. 
Note that PSR1737-30 has the second highest field in the known pulsar 
population. 

4.2. Characteristic Age 

A pulsar's "characteristic age", TC, is defined as, 

TC = P 
2P (2) 
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TABLE I 

Periods , period derivatives , 
characteristic ages and magnetic fields 

of the Clifton and Lyne pulsars 

PSR PER PDOT AGE B 
seconds E-15 ss E+03 yr E+12 g 

1735-32 .76849876730(3) 0.800(3) 15000 0.79 
1736-29 .32288076515(1) 7.851(1) 650 1.6 
1736-31 .52943755808(1) 18.406(3) 460 3.2 

*1737-30 .60657976231(4) 466.31(3) 21 17 
1750-24 .5283332229(1) 14.07(1) 590 2.8 

1753-24 .67047989826(2) 0.284(1) 37000 0.44 
1800-21 .133588492866(1) 134.0951(3) 16 4.3 
1804-20 .9184064710(1) 17.09(1) 850 4.0 
1806-21 .70241276657(2) 3.819(2) 2900 1.7 
1809-173 1.20536193373(4) 19.118(4) 1000 4.9 

1809-175 .538340252(1) 1.5(1) 5700 0.91 
1813-17 .782326(4) 
1815-14 .29148820999(1) 2.035(1) 2300 0.78 

1817-13 .9214587178(1) 4.502(3) 3200 2.1 
1819-14 .21477093439(3) 0.45(2) 7600 0.31 

1820-11 .279822(6) 
1821-11 .43575827169(2) 3.576(2) 1900 1.3 
1822-14 .27918201531(1) 22.6781(3) 200 2.5 
1823-11 2.0931352637(3) 4.89(3) 6800 3.6 
1823-13 .101440656830(3) 75.217(1) 21 2.8 

1824-09 .2457569048(1) 1. 48(1) 2600 0.61 
1828-10 .40502972520(3) 60.035(2) 110 5.0 
1829-10 .330354(4) 
1829-08 .64727924004(1) 63.8912(2) 160 6.5 
1830-08 .085281651607(1) 9.1618(1) 150 0.89 

1832-06 .30583(1) 
1834-04 .35423614431(4) 1. 79(2) 3100 0.81 
1834-06 1.9058085410(4) 0.79(3) 38000 1.2 
1838-04 .186145156242(1) 6.3877(1) 460 1.1 
1839-04 1. 8399442066 (1) .50(1) 58000 0.97 

1841-04 .99102572826(4) 3.918(3) 4000 2.0 
1841-05 .255697129412(4) 9.7016(4) 420 1.6 
1842-02 . 5077185070( 3) 15.11(3) 530 2.8 
1842-04 .1622506 
1849+00 2.1802 

1855+02 .41581416756(1) 40.2849(3) 160 4.1 
1859+07 .64399810043(4) 1. 578( 4) 5500 1.0 
1903+07 .5480389969(1) 4.94(1) 2100 1.8 
1904+06 .267274525144(3) 2.1356(1) 2000 0.75 
2000+32 .59673832884(3) 104.792(3) 110 8.5 

Notes.(l) Periods quoted are for MJD 47000 except for PSR 
1737-30 (*) where epoch is MJD 47075 

(2) The formal error in the last quoted figure is 
given in brackets . 



PSR 

1735-32 
1736-29 
1736-31 
1737-30 
1750-24 

1753-24 
1800-21 
1804-20 
1806-21 
1809-173 

1809-175 
1813-17 
1815-14 
1817-13 
1819-14 

1820-11 
1821-11 
1822-14 
1823-11 
1823-13 

1824-09 
1828-10 
1829-10 
1829-08 
1830-08 

1832-06 
1834-04 
1834-06 
1838-04 
1839-04 

1841-04 
1841-05 
1842-02 
1842-04 
1849+00 

1855+02 
1859+07 
1903+07 
1904+06 
2000+32 

TABLE II 

Positions and dispersion measures 
of the Clifton and Lyne pulsars 

RA 
h m s 

17'35'38.65(2) 
17'36'23.57(1) 
17'36'09.76(1) 
17'37'21.27(1) 
17'50'26.2(1) 

17'53'53.54(1) 
18 '00' 51.137(4) 
18'05'07.0(1) 
18'06'14.70(1) 
18'09'12.64(2) 

18'09'38(1) 
18'13'04(26) 
18'15'32.9(1) 
18'17'29.7(1) 
18'20'05.6(1) 

18'20'37(24) 
18'21'42.47(2) 
18'22'11.64(1) 
18'23'18.1(1) 
18'23'23.312 

18'24'24.5(1) 
18'28'01.20(3) 
18'29'28(24) 
18'29'53.416(4) 
18'30'56.696(3) 

18'32'32(24) 
18'34'12.3(1) 
18'34'33.0(1) 
18'38'26.771(2) 
18'39'48.15(3) 

18'41'54.44(2) 
18'41'24.82(1) 
18'42'10.5(1) 
18'42'36(24) 
18'49'54.3(1) 

18'55'12.35(1) 
18'59'14.20(3) 
19'03'28.0(1) 
19'04'08.93(1) 
20'00'07.07(2) 

DEC 

, " 
-32'10'11(1) 
-29'01'48(1) 
-31'29'39(1) 
-30'14'27(1) 
-24'56'46(30) 

-24'35'29(8) 
-21'37'15(3) 
-20' 58' 30(14) 
-21'09'35(4) 
-17'19'16(2) 

-17:30(6) 
-17:30(6) 

-14'23'51(6) 
-13'47'38(4) 
-14'01'51(7) 

-11'12(6) 
-11'20'25(1) 
-14'48'36(1) 
-11'33'30(3) 
-13'36'34.77 

-09'58'10(5) 
-11'01'27(2) 
-10'26(6) 
-08'29'20.2(2) 
-08 '29'51. 2( 2) 

-06'46(6) 
-04'38'59(3) 
-06'55'41(4) 
-04'28' 11. 9 (1) 
-04'02'59(1) 

-04'36'20(1) 
-05'41'38.9(? 
-02'47'20(1 
-04'35(6) 
00'28'20( 

02'08'36.4(3) 
07'11'56(1) 
07'04'45(1) 
06'36'21.2(1) 
32'08'53.3(3) 

DM 
cm-?pc 

52(3) 
136(1) 
601(2) 

152.3(1) 
657(6) 

365(2) 
234.2(3) 

608(8) 
379(2) 
252(2) 

630(20) 
490(30) 
626(2) 
784(5) 
605(3) 

430(50) 
597(3) 
349(3) 
327( 11) 
230(1) 

442(7) 
170(5) 
440(40) 
300(1) 
411.2(5) 

'10(40) 
7(2) 
3(8) 

327(1) 
190(7) 

127(3) 
416(1) 
372(33) 
280(30) 
680(60) 

506(1) 
261(5) 
295(11) 
473(1) 
139(2) 

Note. The formal error in the last quoted figure is 
given in parentheses. 
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Given eqn (1), this is a reasonable approximation to the pulsar's true 
age if its magnetic field remains constant and if it is born spinning 
very fast. Calculating these characteristic ages for the Clifton and 
Lyne pulsars provides the second test of the survey's effectiveness. 
The results, shown in histogram form in figure 2, indicate that, on 
average, these pulsars are one order of magnitude younger than the rest 
of the known population. This then confirms the success of the survey. 
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Figure 2. A histogram showing the distribution of 
characteristic ages for (a) all pulsars discovered in 
pr~vious major surveys (solid line and left-hand scale) 
and (b) the Clifton and Lyne pulsars (dotted line and 
right-hand scale) 

5. PULSAR-SUPERNOVA REMNANT ASSOCIATIONS 

Of the 40 pulsars, three - 1822-14, 1838-04 and 1904+06 - lie within 
the boundaries of a known supernova remnant (hereafter SNR). PSRs 
1838-04 and 1904+06 have characteristic ages of 0.46 Myr and 2.0 Myr 
respectively, and since it is unlikely that recognisable SNR 
morphology would last longer than 0.2 Myr (Caswell and Lerche, 1979), 
these associations must be considered purely coincidental. 

Pulsar 1822-14 lies within an area of complex radio morphology; 
the object with which it is associated, G16.85-1.05, is an extended 
HII region seen in front of a strongly polarised remnant (Reich et al., 
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1986). With a characteristic age of 0.2 Myr, this pulsar might still 
have an extent SNR but it is more likely that this is just a chance 
association. Given the size of G16.85-1.05, two or three of the Clifton 
and Lyne pulsars might be expected to be positionally coincident with 
a SNR while not being causally connected. Hence further study is 
required before any association of PSR 1822-14 with G16.85-1.05 can be 
corroborated. 

Another approach to this problem is to inpsect the eight pulsars 
with characteristic ages less than 0.2 Myr. Knowing both their 
dispersion measure (distance) and period derivative (age), we can 
calculate the transverse velocities they would require to have moved 
from the centre of the nearest known SNR to their present position. 
Five of these pulsars - 1131-30, 1800-21, 1823-13, 1828-10 and 1855+02 
- would need velocities far in excess of 400 kms- i , the maximum observed 
pulsar velocity (Lyne, Anderson and Salter, 1982). Consequently, we 
can be certain these pulsars are not associated with any known SNRs. 
This is a negative test since the comparative speeds of pulsars and 
supernova shells suggest that pulsars ought to be found within their 
SNRs. Hence, although they would not require unrealistic velocities, 
the other three pulsars - 1829-08, 1830-08 and 2000+32 - are unlikely 
to be connected with their nearest SNRs. Thus, it would seem improbable 
that any of the Clifton and Lyne pulsars is associated with a known 
supernova remnant. 

6. THE CASE FOR PULSAR INJECTION 

The standard theory of pulsar birth envisages a pulsar with a period of 
about 10 ms born in a supernova explosion. However, this has been 
challenged by Vivekanand and Narayan (1981) whose model-independent 
analysis of 210 pulsars led them to suggest that pulsars are injected 
into the population with periods as high as 0.5 seconds. This was 
questioned by Lyne, Manchester and Taylor (1985) who argued that the 
previous analysis had neglected those selection effects which 
discriminate against the faster pulsars. They also showed that pulsar 
statistics could be adequately explained using the accepted model of 
pulsar birth and the luminosity relation L « B2. 

As this timing analysis has revealed, many fast, young pulsars 
have been missed by previous surveys and this seems to confirm the 
criticism by Lyne et al of injection. However, more recent studies by 
Narayan (1981) have allowed for the aforesaid selection effects and, 
using a luminosity model L« ~1/3/p, the evidence for injection is said 
to increase. However, an alternative analysis of pulsar statistics 
(Stollman 1981), which utilises a slightly different luminosity model, 
does not require pulsar injection. It would seem then that a 
resolution of the controversy awaits a definitive luminosity model, 

1. PULSAR GLITCHES 

These timing studies have revealed that two of the youngest pulsars 
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have recently undergone sudden spin-up events or "glitches". 
PSR 1823-13 glitched between January 19 1986 and May 14 1986. The 
fractional change in period was 
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which makes this one of the largest glitches yet observed. The relative 
scarcity of pre-glitch data for the pulsar has prevented a precise 
determination of the fractional change in period derivative but this 
could be as high as 6%, i.e., 

t,p ~ 0.06 
r> 

The other pulsar to have gli tched is PSR 1737-30. Unfortunc-.,tely, 
but not surprisingly, this glitch also occured in a large gap in our 
data between June 7 1987 and August 21 1987. The glitch parameters 
in this case were 

t,P 
P 

There is some evidence for an exponential recovery from both these 
glitches. In figure 3a, we see the post-glitch residuals of PSR 1823-13 
after a fit has been made for period, period derivative and period 
second derivative. There is clearly a quartic variation in the 
residuals almost certainly due to the unfitted fourth-order term in an 
exponential. Figure 3b shows the timing residuals for PSR 1737-30 
and they depict a classical glitch behaviour (see, ego Lyne 1987). At 
the time of writing, however, the parameters of the exponential recovery 
were undetermined, partly as a result of period ambiguities. However, 
further investigation of the post-glitch data should yield the 
recovery timescales and so further elucidate the behaviour of neutron 
stars' super fluid interiors. 

8. FUTURE WORK 

We have seen how observations taken from August 1985 to January 1988 
have led to improved values for the parameters of the Clifton and Lyne 
pulsars. These results have permitted some investigation of pulsar
supernova remnant associations and the problem of pulsar injection. 

The collection of further timing data will allow us to determine 
the period derivatives of those six pulsars still without good timing 
solutions. Eventually, a quantitative study of timing noise will also 
be possible. It is quite likely that more glitches will come to light 
and the study of these, and the two already seen, will provide further 
information on the superfluid interior of a neutron star. 
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SLOWDOWN RATE AND OSCILLATIONS IN THE CRAB PULSAR 

F. Graham Smith 
University of Manchester 
Nuffield Radio Astronomy Laboratories 
Jodrell Bank 
Macclesfield, Cheshire SKII 9DL U.K. 

Continuous monitoring of arrival times from 1982, as reported by Lyne, 
Smith and Pritchard (1988), has provided a complete record over more 
than 5 x 109 pulsar rotations. One well-defined glitch occurred on 
22 Aug 1986 (Lyne and Pritchard 1987); the total amplitude of the 
phase deviation was 3 milliseconds, and the overall effect was minor 
compared with the normal slowdown and with the major oscillation which 
is discussed in this paper. 

We have included data from 1969 to 1987 in an analysiE of the 
pulsar slowdown rate~. Fig.l shows the almost linear variation of v, 
with a small step at the major glitch of 1975 (Gullahorn et al. 1977). 
Fig.2 shows the same data on an expanded scale after the removal of a 
single value of v. A small curvature can now be seen in addition to 
the 1975 step. This curvature is fitted within 10% by the value of the 
next derivative, v', found from the usual power-law spin down. If the 
timing behaviour is correctly expressed by 

\> a: -vn 
then the index n is found from 

.. 
v v 

n 
,;,2 

Our observations give n 2.509±0.OOl. 
The third derivative is expected to be given by 

v -0.615 x 10- 30 -4 s . 

Fig.3 shows the data corrected for this value. No other trends are 
discernable, and it is concluded that the power-law.is a good overall 
representation of the slowdown. 

The data from 1982 onwards provide a phase-connected record which 
can be used to measure deviations from the smooth slowdown behaviour. 
These timing residuals are shown in Fig.4. The conspicuous feature is 
a quasi-sinusoidal oscillation with a period of about 20 months and a 
peak-to-peak amplitude approaching one complete pulse rotation. It is 

153 

H. Ogelman and E. P. J. van den Heuvel (eds.), Timing Neutron Stars, 153-156. 
© 1989 by Kluwer Academic Publishers. 



154 

1980.0 

-380 •.........•..................... 

-382 
~. 

~.' .... .. , .. , 
-384 .. -

~.' 

~.-...... 
.... 

-386 h'. I I . -~ I I I 
41000 42000 .:1000 44000 4$000 46000 

Figure 1 

.. I 

.1 

o. 

, I • I • . I • • I , I , 

41000 42000 46000 
UJD 

Figure 2 

, I • . , I •. I . • , I , I I ' 

.1 

,0' 

, , I , 

"lOCO "'000 45000 "6000 
WID 

Figure 3 



(\ 
I 

\ 
" i 

I 
I 

~ . 'I , 

45000 

/-....\ 
\ / \ 

. ; 
I \ i , \) 
! 

'\ ! . J 
\../ 

45500 46000 

111'1) 

/\ 
j \ 

\ 

46500 

! 

" ! 
I , 

41000 

Figure 4. Timing residuals for the Crab Pulsar, showing the quasi
periodic oscillation remaining after removing the first 
three derivatives of the frequency v. 
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a low-Q oscillation, but it is obviously different from the red noise 
behaviour which has been used to describe shorter data sets. The period 
and amplitude of the oscillation, as they appear in our analysis, are 
unrelated to the total length of our data set. 

The oscillation may be due to some form of precession, or to an 
internal oscillation which does not involve a movement of the spin axis. 
If it is due to precession, it must involve a slow periodic change in 
the angle between the magnetic dipole and the spin axis, resulting in 
a modulation of spin-down rate of order 1 part in 109 • 

Internal osci llation may be some form of Tkachenko oscillation of 
the superfluid vortex lattice (Tkachenko, 1966; Ruderman 1970). The 
superfluid vortices have an area density proportional to angular 
velocity, and their lattice structure is maintained by elastic forces 
as in a crystalline solid. A torsional oscillation of the vortices 
inside a superfluid sphere with radius 12 km has a period of 20 months, 
if the vortex density corresponds to a period P=l second. The oscil
lation period varies as (vortex density)-2, i.e. p!, so that for the 
Crab Pulsa.r the observed period is five times too long. Furthermore, 
only part of the superfluid can be involved, since the core is rigidly 
attached to the dipole magnetic field. 

It may be significant that the amplitude of the oscillation is less 
than half a rotation of the pulsar, whereas a variation in slowdown due 
to a change in the angle of the magnetic axis in some form of precession 
might produce a very much larger or much smaller effect. If the 
oscillation is internal, it may be appropriate to consider it as an 
oscillation in the proportion of vortices which are pinned to the crust. 
This proportion evidently can change, as seen in the 1975 glitch which 
resulted in a long-term change in slowdown rate; there is as yet no 
explanation for an oscillatory change in numbers of pinned vortices. 



156 

A combination of the two explanations may be appropriate; the 
period may be that of a precession, and the effects may be due to a 
consequent reorganisation of the interior vortices. 
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A SEARCH FOR MILLISECOND PULSARS IN GLOBULAR CLUSTERS 

J. D. Biggs, A. G. Lyne and A. Brinklow 
University of Manchester 
Nuffield Radio Astronomy Laboratories 
Jodrell Bank 
Macclesfield 
Cheshire SKll 9DL, United Kingdom 

ABSTRACT. We present details of a search for millisecond pulsars in 24 globular 
clusters. One new pulsar, PSR 1620-26, has been detected in a wide binary system 
in the core of the globular cluster M4. Upper limits to pulsed emission are given for 
the other 23 globular clusters. A future software enhancement should considerably 
improve the sensitivity of the search and reveal any weak pulsars that reside in the 
globular clusters we have observed. 

INTRODUCTION 

Millisecond pulsars are neutron stars that are thought to have attained their 
rapid rotation rate during an episode of mass transfer from a low-mass giant com
panion. The study of millisecond pulsars provides information concerning many 
aspects of pulsar-neutron star astrophysics, binary stellar evolution and the mass 
transfer process. Observations of millisecond pulsars have applications in many 
other scientific disciplines ranging from time standards to general relativity (Backer 
1987). 

In 1987 May, radio pulses were detected from the first pulsar to be found in 
a globular cluster; namely PSR 1821-24 in the globular cluster M28 (Lyne et al. 
1987). This discovery provided support for the suggestion that the cores of globu
lar clusters were favourable environments for millisecond pulsar formation owing to 
their high stellar densities and attendant high binary formation rate (Fabian et al. 
1983). Information on the evolution of millisecond pulsars in globular clusters and 
their probable relation to low-mass x-ray binaries will be obtained from further 
discoveries of such pulsars. Also, the proper motion of globular clusters may be de
termined from timing observations of the millisecond pulsars they contain (Romani, 
Kulkarni & Blandford 1987). 

Here we report on a search for radio pulses from pulsars in globular clusters. 
So far we have detected one millisecond pulsar, PSR 1620-26, in a wide, low-mass 
binary system in the core of the globular cluster M4 (Lyne et al. 1988). 
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OBSERVATIONS 

Observations were made from 1987 June 19 to 23 using the 76-m Lovell telescope 
at Jodrell Bank, England. The observation parameters are given in Table 1. Pulse 
searches are favoured at 610 MHz because the reduction in adverse effects (such as 
galactic background radiation and dispersion) outweighs the characteristic decrease 
in pulsar radio luminosity at higher observing frequencies. The receiver was sen
sitive to both senses of circular polarisation and these were combined after square 
law detection to form the total intensity. The total intensity from each channel 
of the filter bank was sampled and recorded with I-bit precision every 300/-ls. A 
loss in sensitivity of about 20% results from the I-bit digitisation as compared with 
multi-bit sampling, but it also maximises the duration of data recorded on a given 
storage medium. 

Table 1: Observation and analysis parameters. 

Observation frequency 
Beamwidth 
Bandwidth 
Sample interval, Tsamp 
Receiver temperature, Tree 

Observation duration 
Maximum frequency, fNyquist 
Dispersion measure when smearing = Tsamp, DMo 
Observation duration for each analysis 
Elapsed cpu time for each analysis 

610MHz 
30 arcmin 
32 channels X 125 kHz 
300 J1s 
55K 
75 min (~ 14 X 220 time samples) 
1666.7Hz 
65 pc cm-3 

315 s (220 time samples) 
120s 

Off-line analysis was performed on the University of Manchester Regional Com
puting Centre Cyber 205 supercomputer. The analysis algorithm searched for pe
riodicities using a two-dimensional fast Fourier transform (Ashworth & Lyne 1988) 
and has the parameters given in Table 1. The five periodicities with highest signal
to-noise ratio (SIN) were output after incoherent summation of each of 1,2,4,8 and 
16 harmonics, for approximately 50 values of dispersion measure (DM). Analyses 
were conducted on data sets of length 220 time samples (x 32 frequency channels). 
About 14 independent analyses were performed on each source and the outputs 
from all of these were searched for coincidence in frequency and DM. Searching 
for coincidences has the effect of reducing the S IN threshold at which a detection 
is deemed significant. The data were also analysed after averaging the input time 
samples. This increased the sensitivity of the pulse search at the expense of increas
ing the minimum detectable pulsar period and reducing the number of independent 
analyses per source. 

The globular clusters observed were chosen from among those visible from Jo
drell Bank that were either: 

1) close, Ro (heliocentric distance) < 5 kpc, or 
2) dense, Po (core density) > 104 Me pc-3 • 

The globular clusters that had been observed by Hamilton, Helfand & Becker (1985) 
were not included since the sensitivity of their survey was slightly better than that 
described here and they detected no significant sources other than the one in M28. 
Table 2 shows the sources observed and their relevant properties. 
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Table 2: Globular clusters observed at 610 MHz. Most of the parameters are from 
Webbink (1985). 

name 1 b Ro logpoa Tsky Smin 
CO) CO) {kpc) {K) {mJy) 

0443+313 PaJ 2 170.5 -09.1 13.6 5.1 12 4.6 
0522- 245 NGC 1904 M 79 227.2 -29.4 13.0 4.2 5 4.5 
1516+022 NGC 5904 M5 003.9 +46.8 7.6 4.1 11 4.5 
1620- 264 NGC 6121 M4 351.0 +16.0 2.1 3.9 19 5.5 
1714- 237 NGC 6325 001.0 +08.0 6.2 4.3 31 5.9 

1716-184 NGC 6333 M9 005.5 +10.7 7.5 4.1 23 5.3 
1720- 263 NGC 6355 359.6 +05.4 7.1 4.4 48 7.2 
1725- 050 NGC 6366 018.4 +16.0 4.0 2.4 20 5.1 
1730-333 Lil1 354.8 -00.2 7.9 6.1 146 13.8 
1745-247 Ter 5 003.8 +01.7 7.1 6.4 94 10.3 

1746-203 NGC 6440 007.7 +03.8 7.1 5.7 53 7.4 
1747-312 Ter 6 HP 5 358.6 -02.2 12.8 5.0 111 11.3 
1759- 089 NGC 6517 019.2 +06.8 6.1 5.4 43 6.7 
1801-300 NGC 6528 001.1 -04.2 6.8 5.0 60 7.9 
1802-075 NGC 6539 020.8 +06.8 3.1 4.2 38 6.4 

1804-250 NGC 6544 005.8 -02.2 2.6 4.7 92 10.1 
1820-303 NGC 6624 002.8 -07.9 8.0 5.3 32 6.1 
1827-255 NGC 6638 007.9 -07.2 6.7 4.4 38 6.4 
1828-235 NGC 6642 009.8 -06.4 5.5 5.2 44 6.7 
1852-227 NGC6717 Pal 9 012.9 -10.9 7.8 5.1 22 5.3 

1908+009 NGC 6760 036.1 -03.9 4.1 4.3 41 6.6 
2003-220 NGC 6864 M 75 020.3 -25.7 18.5 4.7 10 4.8 
2127+119 NGC 7078 M 15 065.0 -27.3 9.7 5.3 9 4.4 
2130-010 NGC 7089 M2 053.4 -35.8 11.9 4.0 8 4.3 

apo units are M0 pc-3 • 

The minimum detectable flux density (Srnin) in a pulsar survey is given by 

1 

S . =(3S [Trec + TSky(l, b) + Tsp(elevation)] [ PWe r (1) 
mm 0 To W(P - We) . 

This equation is discussed more fully by Stokes et al. (1986), Narayan (1987) and 
references therein, and only an outline is given below. The first term of equation 
(~ is composed of a factor (3 (> 1) which is related to losses in the system and the 
S N threshold for positive detection, and So is the rms fluctuation of the system. 
The second term of equation (1) is a factor related to the noise contribution from 
the receiver, galactic background and spillover as compared to the average noise. 
The third term of equation (1) takes into account the pulse duty cycle and effects 
that tend to broaden the pulse to width We from its intrinsic width (W). Figure 1 
shows the typical variation of Srnin as a function of pulse period and DM for varying 
time-sample averages. 
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Figure 1. Minimum detectable flux density plotted as a function of pulse period in the 
direction of the globular cluster M4 and assuming a duty cycle of 5%. The thin lines are 
Smin without time sample averaging for DM = 0, 100,300 and 1000pccm-3 . The dotted 
and dashed lines are Smin after averaging 3 and 14 time samples, respectively. The thick line 
is the locus of Smin for all the analyses with DM = Opccm-3 • The filled circle corresponds 
to the detection parameters for PSR 1620-26. The shaded region is the parameter space 
accessible after a future software upgrade. 

Calibration was effected by observing known pulsars such as PSR0531+21 and 
PSR 1937 +21 firstly with the millisecond pulsar search system and shortly after 
with the normal timing system. The SIN and average flux density of the calibration 
pulsar was determined from the periodicity search analysis and the integrated pulse 
profile output during the timing observation, respectively. 

RESULTS AND DISCUSSION 

To date, only one pulsar has been discovered; PSR 1620-26 in a wide, low-mass 
binary system in the core of the globular cluster M4 (Lyne et al. 1988). Its current 
measured parameters are given in Table 3. PSR 1620-26 probably followed a low
mass x-ray binary evolution (van den Reuvel 1984) and its current companion is 
most probably the only companion it has had and hence is the star from which 
matter was transferred in order for it to be spun up. Its surface magnetic field is 
unknown since P has yet to be determined, however, proposals for spinup suggest 
that it lies between 4 x 108 G and 8 X 109 G (Lyne et al. 1988 and references therein). 



Table 3: Measured Parameters of the PSR 1620-26 system. 

Pulsar period 
Dispersion measure 
Right ascension (1950.0) 
Declination (1950.0) 
Flux density (408MHz) 
Projected semi-major axis, a sin i 
Orbital period, Pb 
Mass function, f( mp , me) 
Eccentricity, e 
Longitude of periastron, w 
Time of periastron 
Projected orbital velocity 

11075.75JLs 
62.876pccm-3 

16h20m34~14 
-26°24158'~0 
'" 15mJy 
64.808 light s 
191.440 days 
0.007M0 
0.025 
117.1350 

47192.72MJD 
'" 7kms-1 
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Upper limits to pulsed emission from the globular clusters observed are given in 
Table 2. The Srnin values are determined from the 14 independent analyses without 
time sample averaging as illustrated in Fig. 1. Srnin is smallest (~4mJy) far from 
the galactic plane and increases toward the galactic plane as does the background 
temperature. The average Srnin in Table 2 compares well with other recent surveys 
by Manchester, D'Amico & Tuohy (1985) and Clifton & Lyne (1986) when account 
is taken of the different observing frequencies. Averaging 14 time samples reduces 
Srnin quoted in Table 2 by about a factor of 3 as shown in Fig. 1. The weak pulsar 
recently discovered in the globular cluster M15 (Wolszczan et al. 1988) was not 
detected in this survey, even when averaging was employed, and this implies it has 
a spectral index ;(; -1.5. 

A planned software upgrade will enable a search for periodicities using the whole 
data set in one analysis. This should facilitate the detection of any weak, fast 
rotating pulsars to which the present analysis is insensitive (see Fig. 1). If the 
luminosity function of millisecond pulsars is similar to that of the more numerous, 
slowly rotating, radio pulsars, the future improvement in sensitivity should result 
in the discovery of some more millisecond pulsars in the present sample of globular 
clusters. 
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A MILLISECOND PULSAR IN AN ECLIPSING BINARY 

A. S. Fruchter, D. R. Stinebring and J. H. Taylor 
Joseph Henry Laboratories and Physics Department 
Princeton University 
Princeton NJ 08544 

ABSTRACT. We report the discovery of a remarkable pulsar with period 1.6 InS, 

moving in a nearly circular 9.17 hour orbit around a low mass companion star. At 
an observing frequency of 430 MHz, the pulsar, PSR 1957+20, is eclipsed once each 
orbit for about 50 minutes. For a few minutes before an eclipse becomes complete, 
and for more than 20 minutes after the signal reappears, the pulses are delayed by 
as much as several hundred microseconds-presumably as a result of propagation 
through plasma surrounding the companion. The pulsar's orbit about the system 
barycenter has a radius of 0.089 light seconds projected onto the line of sight. The 
observed orbital period and size, together with the fact that eclipses occur, imply 
a surprisingly low companion mass, only a few percent the mass of the sun. The 
eclipsing mass extends well beyond the Roche lobe of the companion, and appears 
to possess a comet-like tail, strongly suggesting that the pulsar is evaporating its 
companion. 

The new pulsar was discovered. in the course of a general survey for millisec
ond pulsars being carried. out with the 305 m telescope of the Arecibo Observatory, 
which I will describe in detail in a later talk during this meeting. The signal from 
PSR 1957+20 was first observed. in October 1986, during some of the earliest obser
vations of the search, but re-observation of the accumulated list of candidate pulsars 
was not begun until March 1988. The existence ofPSR 1957+20 was confirmed. on 3 
March 1988; observations over the next several days showed its period to be variable 
at a level corresponding to orbital velocities of ±5 km S-I. These observations also 
revealed the presence of a strong interpulse. On 5 March, at approximately 1330 UT, 
the signal disappeared abruptly for no apparent reason. As I will explain later, we 
now realize that the pulsar went into eclipse behind its companion star. 

Additional observations were made for about 2.5 hours per day on 9 additional 
days between 9 and 28 March. These measurements made use of two data acquisition 
systems explicitly designed for timing millisecond pulsarsl ,2. The newest system, 
used for most of the observations, coherently de-disperses the signals received in two 
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Figure 1: Integrated profile of PSR 1957+20 at 430 MHz. Instrumental smoothing 
amounts to about 15 ps, mostly a result of drifting pulse. phase during the integration 
caused by imperfect knowledge of the period. 

0.4 MHz pass bands centered at 427 and 430 MHz. After square-law detection, these 
signals are sampled, integrated synchronously with the topocentric pulsar period, and 
recorded approximately once a minute. The sum of 20 of these integrated profiles 
is plotted in Figure 1, illustrating the main pulse of width 39 ps and a much wider 
interpulse separated by about half a period. 

Using the process of template fitting described by Joe Taylor in the previous 
talk, an equivalent pulse arrival time was determined for each integration. Analyzed 
in short segments of about 5 min duration, the arrival times (reduced to the solar 
system barycenter) yield periods which, when folded modulo the 9.17 hour orbital 
period, comprise the velocity curve illustrated in the second figure. A linearized 
least-squares fit to the period data yielded the pulsar and orbital parameters shown 
in Table 1. A "phase connected" solution to the observed pulse arrival times, with 
no pulse numbering ambiguities between observing days, should be achievable soon 
and will provide much more accurate pulsar and orbital parameters. 

The entire orbit has now been observed. Good observations exist on five different 
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Figure 2: Orbital velocity curve of PSR 1957+20. The pulsar is eclipsed by its 
companion between phases 0.21-0.29. Points with visible error bars were taken using 
the pulsar survey system; all other points were obtained with the data acquisition 
system designed for timing millisecond pulsars. 

TABLE 1. Parameters of the PSR 1957+20 system 

Right Ascension (1950.0) 
Declination (1950.0) 
Pulsar period 
Dispersion Measure 
Flux Density at 430 MHz 
Projected semi-major axis 
Eccentricity 
Orbital period 
Time of ascending node 

19h 57m 10· ± 20· 
6 = +200 40' ± 5' 

P = 1607.40171 ± 0.00003 /LS 
DM = 29.13 ± 0.01 cm-3 pc 

S = 25± 10 mJy 
41 sin i = 0.08923 ± 0.00007 light s 

e < 0.001 
P" = 33001.9 ± 0.5 s 

To = 2447245.08471 ± 0.00004 JED 
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Figure 3: Excess group delays in the pulsar signal at 430 MHz relative to a model 
based on our best-fit parameters, plotted as a function of orbital phase near the center 
of eclipse. Different symbols correspond to different observing days. 

days for all or part of the region 0.15 < 4> < 0.35, where orbital phase 4> is measured 
from the time of the ascending node. On all of these days the pulsar signal has 
disappeared completely between the orbital phases 0.21 and 0.29. At 4> = 0.25 the 
pulsar is at its greatest distance from Earth, and closest to being directly behind the 
companion star. We, therefore, believe that the intervals of missing signal are the 
result of eclipses by a surprisingly large, though very low mass, companion. 

During the few minutes immediately before eclipse, and for about 20 minutes 
after the eclipse, the pulsar signal is delayed by as much as 400 I's relative to arrival 
times predicted from a model fitted to parts of the orbit farther from eclipse. These 
effects are illustrated in Figure 3, which shows that although the eclipse interval is 
very nearly symmetric about 4> = 0.25, the magnitude and duration of the excess 
signal delays are far from symmetric, and appear to change significantly from orbit 
to orbit. 

The excess delays are probably the result of propagation in ionized gas surround
ing the companion. The maximum delay, just after the pulsar has emerged from 
eclipse, corresponds to an increase in dispersion measure of about 0.017 cm-3 pc, or 
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equivalently an electron column density of 5 X 1016 cm-2. Unfortunately, our two 
frequency channels at 427 and 430 MHz are too closely spaced to reliably determine 
the frequency dependence of the effect. Away from eclipse the dispersion measure 1 t) 

the pulsar is found to be 29.13 ± 0.01 cm-3 pc. 

The orbital parameters listed in Table 1 correspond to a pulsar mass function 

( 211")2 (alsini)3 __ (m2sini)l __ ( 0 001) 10-6 M 
n G ( )2 5.2 ±. X e , 
.r" m1 + m2 

where G is the gravitational constant, ml and m2 are the masses of the pulsar and 
companion and i is the inclination between the plane of the orbit and the plane of the 
sky. The observed eclipses suggest that sin i is not much less than 1.0, and thus for a 
pulsar mass ml ~ 1.4 Me the companion mass must be near the minimum possible 
mass of 0.022 Me. Even without the observation of eclipses, the a priori probability 
of finding sin i < 0.4, and hence m2 > 0.055, is less than 10%. A pulsar mass of 
1.4 Me further implies that the ratio ml/m2 is around 60, and that the radius of the 
companion's orbit is near 2.4 Re. As the eclipse lasts for about 10% of an orbit, we 
find that the opaque portion of the companion star must be at least 1.5 Re across. 

The radius of the Roche lobe of the companion is only", 0.3 Re , so most of 
the volume occupied by the eclipsing body lies well outside it. We suggest that the 
eclipsing plasma may be a stellar wind powered by the '" 100 solar luminosities of 
energy that would be emitted by the pulsar were it to spin down at a rate comparable 
to other millisecond pulsars. (For a detailed account of the mechanisms by which the 
pulsar could heat its companion, see talks by M. Rudermann and J. Shaham in this 
volume, and references contained therein). The slow decrease of plasma density on 
the trailing side of eclipse might then be interpreted as a comet-like tail spewing off 
the companion. 

It is exciting to speculate that we are witnessing the evaporation of the companion 
by the pulsar. While it is difficult to reconstruct the density of the plasma without 
knowing the geometty of the object, the rapid variation in the observed column 
density suggests a scale size perhaps as small as 0.1 light s, and thus a plasma density 
exceeding 106 cm-3 in the transparent region. IT the plasma concentration continues 
to rise steeply in the region that is now obscured, and if the wind reaches velocities 
comparable to the companion's orbital velocity, it seems possible that the companion 
will disappear in much less than 109 years, leaving behind an isolated millisecond 
pulsar. We expect that in the near future radio observations at higher frequencies, 
and perhaps spectroscopy of the wind, will allow us to determine whether there is 
any truth to this fascinating possibility. 

We thank G. Berman, M. Davis, J. Hagen, T. Hankins, P. Perillat, and M. Ryba 
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X-RAY OBSERVATIONS OF ACCRETING NEUTRON STARS 

HAKKI OGELMAN 
Max Planck Institut fur Extraterrestrische Physik 
D-8046, Garching bei Munchen 
Federal Republic of Germany 

ABSTRACT. The class of accreting neutron stars that are in close binary systems 
is reviewed. Basic physical parameters related to their X-ray emission are summa
rized. The highlights of the accretion process from leaving the companion star to 
landing on the neutron star are considered. Recent revival of the neutron star free 
precession interpretation of the long-term cycles is discussed. 

1. Introduction 

The first X-ray source outside the solar system was discovered back in 1962 by 
Giacconi et al. (1962) during a short, 5 minute rocket exposure of a detector con
sisting of ",20 cm2 area Geiger counters. This source, Sco X-I, turned out to be an 
accreting binary neutron star, the class of objects I want to discuss in this review. 

It is interesting to note that one of the scientific motivations for starting X
ray astronomy was to detect thermal radiation from cooling neutron stars in the 
X-ray energy band. Since neutron stars are the remains of the central cores of 
massive stars that have consumed all possible internal energy sources, it was logical 
to assume that they would be cooling from the moment they were born. The 
hope was to detect youngish neutron stars with surface temperatures around a few 
million degrees. The newly discovered X-ray source did not fit the cooling scheme; 
the temperature was about a factor ten higher hence the luminosity about 104 

higher than expected. While scientists were pondering over the nature of this new 
class of X-ray objects, neutron stars were discovered as pulsars (Hewish et al. 1968). 
In retrospect, it is obvious that during the collapse to a neutron star, the original 
magnetic field and the rotation rate of the progenitor star would be amplified by 
approximately the square of the initial to final radius ratio (~ 1010), and that 
such objects should be capable of generating periodic electromagnetic signals as 
they spin. These ideas were already being expressed in the literature, prior to the 
discovery of pulsars (Hoyle et al. 1964, Woltjer 1964, Tsuruta and Cameron 1966, 
Wheeler 1966, Pacini 1967). 
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Meanwhile, the strong X-ray sources, discovered 5 years before the pulsars, were 
also being considered as neutron stars; Shklovskii (1967) suggested that Sco X-I 
was a neutron star in a close binary system accreting mass from its companion and 
converting the gravitational energy gained by the infalling gas to X-rays emitted 
from the surface. However, several years were to pass before the observations with 
the UHURU satellite showed the existence of pulsing X-ray sources which were 
unmistakably interpreted as rotating, accreting neutron stars. In effect, it was the 
timing aspect of the measurements that again was the clinching argument of the 
neutron star signature. 

In this review of the X-ray observations of accreting neutron stars, I will at
tempt to summarize the general status and the outstanding problems of the field. 
I will give in section 2 a brief overview of the basic physics underlying their X-ray 
emission. Section 3 contains a short summary of binary physics related to accret
ing neutron stars. In section 4, I discuss the statistics of their properties including 
classification according to their companion masses, orbital and rotational period 
distributions. Section 5 contains a discussion of the various phases of the mass 
transport from the companion to the neutron star surface. The resulting accretion 
torques leading to spin-up/down are summarized in section 6. In section 7, the 
free-precession of the neutron star is discussed as a possible mechanism underlying 
the long-term cycles observed in several systems. Evolution of single and binary 
neutron stars are covered by van den Heuvel in this volume and hence are not dis
cussed in this review. More detailed treatment of some of these topics can be found 
in related articles in this volume. 

2. The Basic Physics 

The limiting mass of a neutron star was estimated by Landau (1932) more than 
half a century ago. The argument went approximately as follows (see Shapiro and 
Teukolsky 1983 for a more complete discussion): Consider the neutron star to be a 
ball of radius R containing N neutrons ( with total mass M = Nmn). The Fermi 
energy E F of the neutrons in the relativistic regime is determined by their number 
density as 

(1) 

the gravitational energy as 

EG~ 
GMmn 

= 
R R 

(2) 

making the total energy 

(3) 

The stability of eqn. 3 to radial perturbations depend on the sign of the term in 
brackets: If it is positive (meaning small N), the energy decreases as R gets large, 
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and when the fermions become nonrelativistic stability can be achieved at a finite 
value of R (i.e a white dwarf). If the term is negative (meaning large N) minimum 
energy is achieved as R approaches 0, meaning gravitational collapse. We can also 
achieve stability when the term in brackets is 0; this condition gives us roughly the 
maximum mass of the neutron star 

I\T [ hc ]3/2 1057 
1Vmax"" -G 2 "" 

mn 
(4) 

corresponding to about 1 M0 . The radius at this maximum mass can be deter
mined only after an equation of state is adopted; typically this value turns out to 
be about 10 km. 

Knowing that a neutron star should have the mass and radius estimated as 
above (Mna =1 M0 , R na=10 km) we can proceed to derive the scales of physical 
parameters associated with accretion: 

What would happen to a mass m dropped from 00 to its sur/ace? The kinetic 
energy gained Ek can be estimated as 

GMnam 2 
Ek = = 0.15mc 

Rna 
(5) 

and its velocity 

(6) 

If we assume that the mass m is an atom with its associated electrons then we can 
consider the radiation of the electrons with the above velocity when they impinge on 
a target, i.e. the surface of the neutron star. The typical bremsstrahlung photons 
emitted will have an endpoint energy of 75 ke V and and 1/ E-y differential photon 
number spectrum. Due to the gravitational red shift, the photons will soften by 
about 15% by the time they arrive at 00. These energies imply that if the neutron 
star accretes mass and if this mass strikes the surface and emits bremsstrahlung 
radiation we should be seeing the bulk of the emitted energy in the hard X-ray 
region. Thus the discovery of accreting binary neutron stars in the X-ray band is a 
natural consequence of the mass and radius of the neutron star. 

The emerging luminosity 0/ an accreting neutron star can be simply calculated 
from a given mass accretion rate M as the product of M times the energy dissipated 
per unit mass as given in eqn.5 

L GMnaM M· 2 = = 0.15 c 
Rna 

(7) 

There is a maximum limit to the luminosity 0/ an accreting neutron star called the 
Eddington Luminosity. Consider a hydrogen atom falling under the gravitational 
potential of the neutron star while at the same time it is being illuminated by the 
luminosity from the neutron star. The outcoming photons will interact with the 
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electron of the atom and exert radiation pressure on it in a direction opposite to 
the gravitational pull. Any force on the electron will also be exerted on the proton 
since they are strongly bound by electrostatic forces. The same argument holds 
for ionized plasmas since no internal electric field can be maintained in conducting 
plasmas. When the luminosity is sufficiently high the gravitational force on the 
atom is balanced by the radiation force and accretion stops. This limiting luminosity 
is called the Eddington luminosity L Edd' We can proceed to derive this limit by 
considering that the radiation pressure at a distance r from the neutron star is 

(8) 

The force is Pr times the effective cross section of the electron, the Thomson cross 
section 0"0 given by 

811" e --'25 2 
( 2)2 

0"0 = - --2 = 6.6 x 10 cm 
3 mc 

Balancing the radiation and gravitational forces gives 

LEddO"O _ GMnsmH 
411"r2c - r2 

which yields 

L 411"GMnsmHc 13 1038 Mns -1 
Edd = = . x M. erg s 

0"0 0 

(9) 

(10) 

(11) 

If we assume that all this luminosity comes from accretion of mass we can estimate 
the Eddington mass accretion rate as 

. 411"mHRnsc 17 -1 -8 M ns -1 
MEdd = = 6 x 10 gm s = 10 M. M0 yr (12) 

0"0 0 

The effective blackbody temperature 0/ a neutron star emitting at Eddington lumi
nosity can also be estimated from the Stefan-Boltzman relationship 

T=[ LEdd2]i~2X107K 
411"0"Rns 

(13) 

This temperature corresponds to a peak intensity around photon energies of 5 ke V 
which again falls in the X-ray band. 

Many of the bright X-ray sources like Sco X-I, indeed have the typical values 
of Luminosity and Temperature as estimated above close to the Eddington limits. 

The spectral characteristics of the X-ray emitting neutron stars have been ex
tensively studied and found to have different properties. It has been generally 
possible to fit the observations with some combinations of blackbody, thermal 
bremsstrahlung and power-law models. In Figure 1, I show the comparative shapes 
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Figure 1: Energy spectrum of various possible processes that can contribute to the X
ray spectrum of accretion powered neutron stars: TTB - thin target bremsstrahlung; 
TB - thermal bremsstrahlung; BB - blackbody. The photon energy is in units of kT; 
for the thin target bremsstrahlung, the electron energy is assumed to be kT. 

of thin target bremsstrahlung of monoenergetic electrons, thermal bremsstrahlung 
of a spectrum of thermal electrons and a blackbody spectrum as discussed in this 
section. In real measurements, the additional effects of the strong magnetic fields 
on the opacity can be also observed and used to determine the field strengths (e.g. 
Triimper et al. 1978; Voges et al. 1982). 

3. Some Binary Physics 

I have already mentioned that an X-ray emitting neutron star derives its lumi
nosity through the mass accreted from its binary companion. At least half of the 
stars we observe are in binary pairs, hence it is not surprising that some neutron 
stars are also in such systems. The parameters that specify a binary system are the 
masses of the two stars M ns , and Me (companion mass), the semi-major axis a, and 
the eccentricity of the orbit e. There are two additional parameters that specify 
the orientation of the orbit with respect to the observer, the inclination angle i of 
the orbital plane and w the longitude of the periastron in the plane of the orbit. 
Detailed information exists in a number of books on orbital motion (see e.g. Kopal 
1978, Roy 1982). 

Kepler's third law relates the the orbital period Porb to a and the total mass of 
the system 

(14) 
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For the sake of simplicity, here I discuss circular orbits only (e = 0) which appears to 
be valid for most accreting neutron stars. If we define the mass ratio q == Mns/Me, 
the distances from the center of mass ans and ae are also related as ad ans = q. 

The most readily observable parameter in an X-ray binary is the orbital period 
Porb' If the neutron star shows pulsations (Le. a rotation period) then we can also 
measure ans sin i. Together these quantities give us the mass function f(M) of the 
system 

(15) 

If in addition, the companion star is identified we may be able to measure the 
amplitude of the companion star's velocity variations Ke and infer q through the 
relationship 

KePorb 
q = 21l"ans sin i (16) 

The factor sin i is still not determined and it scales the mass with it's 3rd power. 
Possible observations of eclipses, together with stellar models can restrict the ranges 
of sin i so as to allow reasonable mass determinations. 

In the case of accreting X-ray binaries an additional physical assumption is that 
the companion star has a radius close to a critical radius called the radius of the 
Roche lobe. This radius is can be calculated simply by examining the motion of a 
test mass in a coordinate system rotating with the angular velocity of the binary 
system (see Rose 1977). Choosing a coordinate system with its origin on the center 
of mass and x-axis going through the two stars, z-axis along the rotation axis 0 we 
can express the potential V felt by the test particle as 

V _ _ GMns 
- 1 

[(x - xns)2 + y2J2 

G(Mns + Me)(X2 + y2) 
2(xns + xe)3 

(17) 

The first two terms in the above equation are the gravitational potentials of the 
neutron and companion star respectively, the third term is the centrifugal potential 
_~n2(x2 + y2) rewritten in terms of the Kepler's law (eqn 14). The additional 
relationships 

(18) 

can be used to reduce eqn. 17. further. Figure 2 shows the plots of potential 
derived from eqn. 17 in the x - z plane for increasing values of y starting with OJ the 
parameters Mns = 1.4 M0 ,Me = 2.2 M0 and Porb = 1.7 days (appropriate for Her 
X-I) were used. The curves are symmetric for negative values of y. The Lagrangian 
points Lb L2, L3, and L4 where the potential has a maxima are indicated (there 
is a symmetric counterpart of L4 for the negative y values. A test particle arriving 
at L2 ,L3, L4, and L5 will leave the system. On the other hand, a particle on 
the atmosphere of the companion at L1 will fall in to the gravitational well of the 
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Figure 2: Plots of potential derived from eqn. 17 in the x - z plane for increasing 
values of y starting with 0,' the parameters Mns = 1.4 M0 , Me = 2.2 M0 and 
Porb = 1.7 days (appropriate for Her X-1) were used. The companion star is on 
the left. The curves are symmetric for negative values of y. The Lagrangian points 
L1, L2, L3, and L4 where the potential has maxima are indicated. The potential 
going through L1 is called the critical Roche potential. 

neutron star and lead to X-ray emission. The potential around the companion going 
through this point is called the critical Roche potential, and defines the Roche lobe. 

The radius of the Roche lobe RL is calculated by equating its volume to ~1l"Rl,. 
Numerical calculations of Eggleton(1983) give the following expression for RL' 

RL 0.49 

~ = 0.6 + q2/3In (1 + q-1/3) 
(19) 

When we observe an X-ray emitting neutron star in a binary system, we assume 
that the companion star is filling its Roche lobe and we can use the above approxi
mate relationships for the radius to separation ratio Rei a of the companion. Using 
various stellar mass-radius relationships it is then possible to take one further step 
in the complete specification of the binary system parameters. 

4. Statistics of their Properties 

Presently there exist ~ 102 observed bright X-ray sources estimated to be binary 
systems with accreting neutron stars. About half of them have measured binary pe
riods; the X-ray luminosity lies in the 1034 to several times 1038 erg s-1 luminosity 
range. In about 30 of these sources, the rotation period of the neutron star has 
been detected. Table 1 is a summary of these X-ray pulsars. 
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Table 1. List of confirmed and unconfirmed X-ray pulsars as of May 1988. 

Name Rot.Per. Orb.Per. axsin i f(M) Lx ecc. 
(sec) (days) (It - sec) M0 ergs- l 

21E1024 - 57 0.061 
3 A0538 - 66 0.069 16.7 8 x 1038 0.4 
l8MCX-1 0.714 3.89 53.46 10.8 5 X 1038 < .007 
IHer X-I 1.24 1.70 13.18 0.9 1 x 1037 < .003 
4H0850 - 42 1.78 1 x 1037 
14U0115 + 63 3.61 24.3 140.13 5 3 x 1037 .34 
5V0332 + 53 4.38 34.25 48 .1 4 x 1035 .31 
lCen X - 3 4.84 2.09 39.79 15.5 5 x 1037 < .0008 
61E1048.1 6.44 
7 1E2259 + 59 6.98 .03? < .2? 2 x 1035 
14U1627 - 67 7.68 .03 3 x 1037 
8281553 - 54 9.30 30.6 164 5 .09 
lLMC X-4 13.5 1.41 26 15 7 x 1038 < .02 
1281417 - 67 17.6 
9GP81840 + 01 29.5 
lOA01653 - 40 38.2 1 x 1037 
1OEX02030 41.8 
llCepX - 4? 66 
124U1700 - 37 67.4? 3.4 3 x 1036 
1A0535 + 26 104 111 500 20 2 X 1037 .3 
1GX 1 + 4 122 4 x 1037 
14U1230 - 61 191 
1GX 304-1 272 133 500 5 x 1035 
14U0900 - 40 283 8.96 112 20 2 x 1036 .09 
14U1145 - 61 292 188 600 3 x 1035 
11E1145.1 297 3 x 1036 
1A1l18 - 61 405 
13GP81722 - 36 414 
144U1907 + 09 438 8.38 80 9 5 x 1035 .22 
14U1538 - 52 529 3.73 55 13 
1GX301-2 696 41.5 367 31 1 x 1036 
14U0352 + 30 835 580 4 x 1033 

Discovery references: 

1The discoveries are referenced in Rappaport & Joss 1983. 2Caraveo et al., this 
volume. 3Skinner et al. , 1982. 4Wood & Norris, lAU Cire. 5859, 1984. 5Stella & 
White, lAU Cire. 3902, 1983. 6Seward et al. , 1986. 7Fahlman & Gregory 1983. 
8 Kelley, Ayash and Rappaport, lAU Cire. 3667, 1982. 9Ginga Team, lAU Cire. 
4598, 1988. 10Parmar et al. ,lAU Cire. 4066, 1985 llGinga Team, lAU Cire. 4577, 
1988. 12Murakami et al. ,1984. 13Ginga Team, lAU Cire. 4530, 1988. l4Tenma 
Team, lAU Cire. 3882, 1983. 
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Since we suspect that the neutron stars in all these binary systems more or less 
have similar properties, an obvious sub-divisions of the accreting systems can be 
made on the basis of the companion mass Me. Indeed, a closer look at the galactic 
X-ray binaries reveals that they are divided into two main categories: massive 
X-ray binaries with companion masses Mc;<:l0 M0 (HMXRB), and the low mass 
systems (LMXRB) with Me:52 M0 . Roughly, similar amount of sources belong to 
each category. Inbetween these categories, extending into the HMXRB category, 
there are the B emission star companions. These systems generally show transient 
X-ray emission owing either to their elliptic orbits or the transient shell ejection 
fom the B star. A further possible subdivision in the LMXRB may be made for 
Me~ M0 (young-population LMXRB) and Me~ M0 (old-population LMXRB) 
(van den Reuvel 1983). A sizeable fraction of LMXRB s show X-ray bursts with 
seconds to minutes duration interpreted as thermonuclear flashes on the neutron 
star surface. It has been also recognized that a high fraction of the low-mass systems 
occur in globular clusters (see Lewin and Joss 1983; Parmar and White 1988 for 
reviews). The expected X-ray lifetimes for the high-mass and the low-mass systems 
are ~ 104 - 105 and ~ 108 - 109 years respectively (Savonije 1983). Considering 
that we see about equal numbers in both categories, the formation rate of high 
mass X-ray binaries must be about 104 times more. If we further take into account 
the smaller number of massive stars, the formation probability of an X-ray binary 
must be a factor,..., 106 more in high mass systems in comparison to the low mass 
ones. 

Figure 3 is the countrate profile during an early rocket flight, back in 1973 
where three different sources were observed in sequence (Rothschild 1977). The 
two classes mentioned above, and a black hole candidate Cyg X-I are seen with 
their characteristic intensity fluctuations: Rer X-I, although at the low mass end 
of the massive X-ray binary category, showing the typical periodic time profile due 
to its 1.24 s rotation; Cyg X-2, a low mass X-ray binary showing low frequency 
quasi periodic oscillations; and Cyg X-I, showing bursts of millisecond shot-noise 
type fluctuations. 

The massive X-ray binaries show a galactic disk distribution with an average 
galactic height of ,..., 70 pc, reminiscent of OB stars; low-mass systems are more 
concentrated toward the galactic center and have an average height of ,..., 500 pc, 
reflecting an older population (White 1987). 

Figure 4 shows the orbital period distribution of X-ray binaries in both high
and low-mass systems. With the exception of few, most of the low-mass systems lie 
on the shorter side of 1 day orbital period and the high-mass systems on the longer 
side. There is a good reason for this. As can be seen from Keplers law, eqn. 14, the 
ratio of a3 / p2 is fixed for a given Me (assuming that Mns~ 1.4M0 ). Equation 19 
(or 20) fixes also the Roche lobe radius to separation ratio. The radius Re of the 
companion star should be less than the Roche lobe radius Re:5RL (otherwise mass 
transfer would be too fast). If we further express Re as a function of Me through 
the mass-radius relationship for main-sequence stars (since most of a star's lifetime 
is spent on the main-sequence) as Re/R0 ~ (Me/M0 )3/4 we can get the following 
approximate expression that gives the minimum period that can accomodate a 
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Figure 9: Counting rate of a GSFC X-ray detector rocket payload on October 
,,;, 1979 where three different class of X-ray sources are detected in sequence (from 
Rothschild 1977). 
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Figure 4: Orbital period distribution of accreting neutron stars. 

main-sequence companion star of mass Me 

P(in days)~ M;;/8 (1.60 + 0.84 log MMns )-3/2 
(1 + 9J:)1/2 e 

(20) 

(all masses are in M0 ). For example, an 8 M0 star has to have a period of more 
than one day in order to fit inside its Roche lobe radius. Or conversely, as in Figure 
4, we can conclude that the binary systems with periods less than one day have to 
be less massive than 8 M0 if they are on the main-sequence; if they have evolved 
off the main-sequence, they have to be even less massive. Similar calculations for 
degenerate dwarfs can be made using different mass-radius relationships. 
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The rotation periods of the neutron stars in accreting systems are listed in 
Table 1 and plotted in Figure 5. Compared to radio pulsars, the accreting neutron 
stars appear to have considerably longer periods. The mean period of the observed 
accreting neutron stars is ""' 160 s in comparison to the mean period of ""' 0.8 s 
for single radio pulsars. Assuming that binary and single neutron stars are born 
with similar periods, this implies that considerable external accretion torques are 
exerted on a binary neutron star throughout its lifetime in order to slow it down to 
the observed values. Assuming a moment of inertia of 1045 gm cm2, we can conclude 
that about 1046 gm cm2 s-l worth of angular momentum must have been extracted 
from the system before it became an X-ray binary. In fact, it has been noticed that 
neutron stars have to slow down in order to reduce their dipole radiation pressure 
and allow accretion to start (Illarionov and Sunyaev 1975; see Henrichs 1983 for a 
review). It is interesting that most of the observed present period changes of the 
X-ray pulsars are in the sense of a slow spin-up superimposed with considerable 
noise. In section 6 I discuss the general features of accretion torques. 
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Figure 5: Rotation period distribution of accreting neutron stars. 

5. From the Companion onto the Neutron Star Surface 

In this section I will review some of the standard arguments that follow the path 
of the accreting material from the atmosphere of the companion to the surface of 
the neutron star. 

5.1 LEAVING THE COMPANION 

I have already mentioned the Roche lobe geometry in section 3. If the companion 
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star is filling its Roche lobe the material should flow out of the Lagrangian point Ll 
.into the Roche lobe of the neutron star; this type of mass transfer is called Roche 
lobe overflow. The rate of mass transfer through Ll has been calculated by a num
ber of authors (for a review see Savonije 1983). If the companion star's envelope is 
radiative, it is estimated that the peak mass-transfer rates would be of the order of 
(Paczynski 1971) 

(21) 

If the companion star has a convective envelope, the mass transfer is ecpected to 
proceed in a more violent way as soon as the Roche lobe is filled. The problem 
of determining the time history of Roche lobe overflow type mass-transfer is a 
complicated one involving the angular momentum transfer within the binary system 
and from the system. It is generally estimated that massive-systems in Roche lobe 
filling geometry have typical lifetimes of 105 years before the mass-tranfer rate 
exceeds the Eddington limit given in eqn. 12. 

In the case of low-mass systems, the conventional picture is that processes 
such as orbital gravitational radiation (e.g. Rappaport et al. 1982; Paczynski and 
Sienkiewicz 1981 and references therein) or rotational braking by a magnetic stellar 
wind (e.g. Verbunt and Zwaan 1981) keeps driving the two stars closer while the 
mass-transfer from the less massive companion to the neutron star keeps driving 
the two stars apart. Presumably these two processes keep the system in a steady 
mass-transfer state throughout the evolutionary timescale of the companion at a 
rate....., 10-8 M0 yr-1. Thus, these X-ray binaries can be luminous X-ray sources 
for 108 years or more. 

In the case the companion star does not fill its Roche lobe, a fraction of a strong 
wind may also end up on the neutron star leading to X-ray emission. Such strong 
winds (....., 10-6 - 10-4 M0 yr -1) are only expected in massive stars. A first order 
estimate for the fraction of the wind that is accreted is given by a simple argument 
(Bondi and Hoyle 1944). One assumes that all the wind material that arrives within 
a radius Race from the neutron star is accreted if the kinetic energy of the wind 
with respect to the neutron star is less than the gravitational energy at that radius; 
i.e. 

R < 2G Mns (22) ace....., 2 
vrel 

where Vrel is the relative velocity of the wind with respect to the neutron star. 
Consequently, the accretion rate onto the neutron star can be estimated as the 
geometrical cross section of this radius at the separation distance a 

. . GMns 2 
Mace ~ Me (--2 -) 

aVrel 
(23) 

There are several HMXRB where wind accretion may be the responsible mecha
nism for X-ray emission. For example in the case of Vela X-I (4U 0900-40), with 
vrel ....., 900 km s-l, a = 3.6 X 1012 em, eqn. 23 requires that", 4 X 10-5 of the wind is 
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captured. Its X-ray luminosity of 1036 erg s-1 implies that Maee ~ 10-10 M0 yr-1 

and Me ~ 3 X 10-6 M0 yr-1j a wind mass-loss rate that the ~ 20 M0 companion 
is capable of providing. 

5.2 FORMING AN ACCRETION DISK 

In the case of Roche lobe overflow, it is likely that the material will have suffi
cient angular momentum to prevent it from falling directly onto the neutron star. 
The velocities at the Lagrangian point are expected to be in random directions 
having velocities of the order of the internal velocities of the gas i.e. the sound 
speed. These velocities times the distance of the Lagrangian point from the neu
tron star gives the typical specific angular momentum of the flowing gas (angular 
momentum per unit mass) which is nominally higher than the specific angular mo
mentum of a Keplerian orbit near the neutron star. If these particles behaved as 
non-interacting particles, their angular momentum would force them to settle in 
stable orbits around the neutron star and no accretion would take place. However, 
if we turn on some energy dissipating interactions (i.e. viscosity) then velocities 
perpendicular to the orbital plane are reduced and elliptical orbits become circular
ized and we end up with a flat disk. The gas in this disk moves in almost Keplerian 
orbits with azimuthal velocities 

(24) 

The gas has to also move in the radial direction slowly in order to provide the mass 
acretion rate to the neutron star at its center 

(25) 

while angular momentum has to flow out radially since the specific angular momen
tum iK of a Keplerian orbit goes like 

(26) 

There has been extensive literature on disk modelling in close binaries starting some 
20 years back (see Pringle 1981 and references therein). In the case of accreting 
neutron star binaries it is believed that all low-mass systems and a major fraction 
of the high-mass systems accrete via a disk. In many cases, the disk obscures the 
direct emission from the neutron star and complicates the measurements pertain
ing to the processes happening in the close vicinity of the neutron star. Absence of 
periodic modulation in most LMXRB s is blamed on the existence of a disk that 
extends very close to the neutron star surface. 

5.3 ACCRETION ONTO THE NEUTRON STAR 

As we know from radio pulsars, neutron stars have strong magnetic fields of the 
order of 1012 gauss near the surface (dipole moments J-L = BsR~ ~ 1030 gauss-cm3). 



182 

In the case of accreting neutron stars, electron-cyclotron reasonances have been ob
served for Her X-I indicating the existence of a field in the 2 - 5 X 1012 gauss range 
near the surface (Trumper et al. 1978). These fields playa very important role in 
determining how the material coming down in the disk (or wind) gets eventually 
onto the neutron star. 

The first step in calculating the approximate scale of the magnetospheric radius 
Tm (also called the Alfven radius) is to balance the magnetic pressure with the ram 
pressure of the infalling material at this radius (Davidson and Ostriker 1973; Lamb 
et al. 1973): 

(27) 

where the radial velocity Vr is assumed to be a fraction of the free-fall (or Keplerian) 
velocity at rm 

( )«GMns )1/2 
Vr rm ~ 

rm 
(28) 

After expressing the density in terms of M by the use of the continuity equation 
(eqn. 25) we can write 

(29) 

The wind accretion case gives a similar magnetospheric scale since the magnetic 
pressure goes up very steeply with decreasing r. 

The interaction of the accretion disk or a wind with the magnetosphere of a 
rotating magnetic neutron star is a complex phenomenon despite the surprising 
success of the above ideas. In the next section I will outline some of the current 
ideas and their experimental checks through the observed period changes in accret
ing neutron stars. 

6. Accretion Torques 

The simple model outlined in the previous section assumes that the plasma ap
proaches the neutron star all the way to the magnetospheric radius without know
ing anything about the neutron star except its gravitational attraction. And all of 
a sudden it finds itself in the grasp of the neutron star's magnetic field and starts 
co-rotating with it. Effectively the plasma switches from one state to the other in 
an infinetely thin region. If we continue with this logic, the rate of angular momen
tum carried in by the accreted material j (or the torque N = Ill) can be obtained 
by multiplying M with the specific angular momentumjK(rm) as given in eqn. 26. 
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Since angular momentum is only added, in this simplified picture, the neutron star 
would only spin-up. The timescale of spin-up T can be obtained as: 

(30) 

This relationship can also be expressed in terms of the X-ray luminosity Lx via 
eqn. 7. With typical parameters (11- = 1030 gauss-cm3, Mns = M0 , Rns = 106 em, 
Lx = 1038 -1037 erg s-1 ), the value of T in the above equation is in the range 103 

to 104 years. If we assume all the neutron stars have about the same moment of 

inertia (I), mass and radius then the measured olD. should scale as OL;6/7. The 
early measurements indeed showed that this was generally true although spin-down 
episodes also existed (see Rappaport and Joss 1983). Another consequence of the 
simple picture is that the neutron star should approach an equilibrium period Peq , 
when its period is equal to the Keplerian period at the magnetospheric radius rm 
i.e. 

rm = (GMns )I/3(Peq )2/3 
211" 

Using eqns. 7 and 29 the above relationship becomes 

D _ 2 6/7(GM }-2/7R-3/7L-3/ 7 r eq - 11" 11- ns ns x 

(31) 

(32) 

Again, with typical parameters the equilibrium periods expected range around a 
few seconds. At this period the accretion should stop since the the centrifugal force 
at rm equals the gravitational attraction and the material should not be able to 
flow in. 

There has been further theoretical work that improves the simple picture by 
taking into account the disk magnetosphere interaction (Ghosh and Lamb 1978, 
1979a, 1979b; Anzer and Borner 1980,1983; Wang, 1987). Continuing observations 
reveal that almost all accreting neutron stars with known spin periods do show spin
down phases indicating that short-term torque fluctuations dominate the long-term 
trends. The spin fluctuations have been extensively studied in Vela X-I (4U0900-
40) (Boynton et al. 1984). They find that a white noise in D. leading to a random 
walk in fl provides an acceptable model of the pulse timing fluctuations. In such 
a model, the rms deviation of fl, < 00 >rms from its value at t = 0, can be 
expressed in terms of the elapsed time t and the equivalent strength of the noise S as 
< 00 >rms ~ (St)I/2. For Vela X-I, the measured noise strength is S = 6.4 X 10-19 

rad2 s-3. Effectively, on the timescale of few days, the torque can be - 105 times 
more than that expected from eqn. 30, and have positive and negative values 
equally likely. Vela X-I is possibly a wind accreting source (see section 5.1) and 
hence may have a reason for showing both spin-up and spin-down. However Her 
X-I, a source with strong observational evidence for a disk, also shows ± P values. 
Figure 6 shows the period history of this source. 

A similar torque noise analysis for Her X-I also shows that the white torque 
noise can account for these variations; the corresponding noise strength S is about 
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Figure 6: Rotation period of Her X-l as a function of time. 

8 X 10-18 rad2 s-3 (Boynton, 1981). Assuming that all pulsars that show P fluc
tuations can be explained by white torque noise, I have estimated the magnitude 
of their noise strength S by a crude procedure where the first and last 0 measure
ments are connected with a straight line and the maximum deviation from this line 
LlO yields 

(33) 

where Llt is the time interval between the first and last measurement. Figure 7 
shows a plot of S versus the X-ray luminosity for 11 X-ray pulsars. It is apparent 
that sources with higher Lx (or M) also have larger torque noise strength. A better 
theoretical understanding of this behaviour and hence the accretion torques is yet 
to come. 

7. Long Periods: Precession? 

While the rotation frequencies and binary periods of accreting neutron stars have 
been readily identified, a third type of long-timescale periodicity that exists in some 
X-ray binaries has not found a convergent interpretation (see Priedhorsky and Holt 
1987 for a review of long-term cycles in X-ray sources). Two X-ray pulsars, Her 
X-I and LMC X-4 have intensity variations with periodicities of 35 and 30.4 days 
respectively; there are some half a dozen more neutron stars in massive systems 
that are possible candidates for long-term variations. The source 88433, shows 
a precessing relativistic jet at a period of 164 days; it is a black hole candidate 
although the possibility of being a neutron star is not excluded. Another black 
hole candidate, Cyg X-I, shows intensity variations at 294 day period. Long-period 
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Figure 7: Rotation noise strength S as a function of X-ray luminosity for 11 pulsars 
(in increasing luminosity order: 4 U0952+90, 4 Ul145-61, GX 901-2, 4 U0900-40, 
1El145.1, Her X-1, A0595+26, 4U1627-67, GX 1+4, Cen X-9, SMC X-1). 

cycles have also been observed in several low-mass systems. These are generally 
interpreted as variations in mass transfer rates. The Be/neutron star systems that 
constitute about half of the massive systems also show long-term cycles. Some of 
these systems are in wide, eccentric orbits and it is speculated that the periodicity 
results from enhanced mass transfer during periastron passage. 

The most extensively studied system showing this long-term periodicity is the 
Her X-l/HZ Her X-ray binary, initially discovered by Tananbaum et al. (1972). A 
variety of mechanisms has been proposed to explain this 35 day cycle (Katz 1973; 
Brecher 1972; Pines, Pethick, and Lamb 1973; Roberts 1974; Lamb et aI. 1975; 
Petterson 1975, 1977; Meyer and Meyer-Hofmeister 1984). A disk that periodically 
occults the X-ray source is assumed in most of the models to explain the details 
of the X-ray and optical light curves of the system. The three major choices for 
the clock mechanism under current discussion are: a) a clock mechanism that is 
provided from the outer part; i.e. the precession of HZ Her (Roberts 1974; Pet
terson 1975, 1977); b) a mechanism that resides in the properties of the disk itself 
either in the form of long wavelength azimuthal perturbations that grow into a 
tilted structure (Boynton, Crosa, and Deeter 1980), or self excited nonlinear mass 
flow oscillations (Meyer, and Meyer-Hofmeister 1984); c) A centrally located clock 
mechanism that originates from the precession of the neutron star, Her X-I (Brecher 
1972; Pines, Pethick, and Lamb 1973; Lamb et aI. 1975; Triimper et al. 1986). Due 
to the imprecise nature of the turnons and the large amplitude of phase excursions 
Boynton, Crosa, and Deeter (1980) have argued that the origin of the 35 day clock 
cannot reside in more precise mechanisms such as the precession of HZ Her or Her 
X-I. Triimper et al. (1986), on the other hand, have presented clear evidence for 
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changes of 1.24 s pulse profiles throughout the 35 day cycle that fits a precessing 
neutron star picture thus making this model viable again. The precession model 
was further developed by Kahabka (1987) using a pulse decomposition method in 
which the pulse profiles are fitted with a physical beaming model initially developed 
by Kaminker et al. (1982, 1983) where the angular dependence of the emerging ra
diation in an atmosphere with strong magnetic field has been investigated. With 
this beaming model it was possible to associate with each pulse profile a theoretical 
shape parameterized with the viewing geometry of a dipole field. Thus, it was pos
sible to determine the precession parameters: the angle between the figure axis of 
the neutron star and its rotation axis as 10° - 25° j the angle between the figure axis 
and the dipole axis as 65° -75°. A recent analysis of the HEAO-l A-4 low-energy 
detector data from Her X-I has shown that the relative intensity of the two poles 
can also change rapidly during the main-on state (Soong et al. 1987), thus casting 
doubt on the determination of precession parameters based on relative intensity of 
the two poles of the neutron star. However, the pulse shape decomposition analysis 
of Kahabka (1987) still shows that the beam profile model fits to the precession 
parameters are valid. 

One previous objection to the precession model, the inaccuracy of the clock 
mechanism, has further been examined by Ogelman (1987), and concluded that, in 
addition to the poor quality clock models with white period noise, an alternative 
possibility exists which implies that the intrinsic clock is good and that the turnon 
phase fluctuations can be modelled with white phase noise plus an integrating filter 
with about 1.5 to 7 year timescale which may originate in the timescales of the 
mass transfer process from HZ Her. 

The implications of neutron star precession on the dynamics of the superfluid 
interior of the neutron star has been re-examined by Alpar and Ogelman (1987). 
They find that the superfluid interior of the star has steady states in which the 
interior follows the crust's precession. The steady state of the core superfluid is 
determined by the internal torque on it which is linear in the lag between the rota
tion rates of the superfiuid and the crust. Furthermore, the pinned crust superfiuid 
also takes part in the precession through vortex creep. The constraint of absolute 
pinning which, as shown by Shaham (1977) would change the precession frequency 
drastically, is never operative because a steady state exists in the regime where the 
creep rate is linear in the lag between the pinned superfluid and the crust. Using 
the current understanding of the neutron star interior based on observations of ra
dio pulsars, they show that the torques necessary to make up for the dissipation do 
not exceed those available in the Her X-II HZ Her binary system. 

Pines (1987) has shown that the precession of Her X-I can be used to constrain 
the neutron matter equation of state. Effectively, the current observed oblateness 
E ,..., flprec/flrot ,..., 4 X 10-7 can be related to the maximum period p;:ax at which 
the crust has solidified. A stiff equation of state gives p;:ax ,..., 20 IDS, in contrast 
to a very soft equation of state where p;:ax '" 1.5 IDS. In view of our understand
ing of initial birth periods of pulsars which should not be as short as 1.5 IDS, the 
very soft equations of state are unlikely to be valid if Her X-I is precessing at the 
35-day period. To be able to study nuclear forces through X-ray observations of 
astrophysical objects is a fine example of the progress of scientific understanding 
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through the advances in very different fields. 
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GALACTIC POPULA'rIONS OF X-RAY BINARIES 

Abstract 

Jan van Paradijs 
Astronomical Institute "Anton Pannekoek", 
University of Amsterdam 

The Galaxy contains two major groups of accretion-driven stellar X-ray 
sources, the high-mass and the low-mass X-ray binaries. In this paper 
the properties of these two types of sources are briefly described, with 
some emphasis on optical observations. The differences between their 
properties are likely related to a large difference in the magnetic 
fields of the neutron stars in these objects. A brief discussion is 
given of the evidence that magnetic fields of neutron stars decay. 

Introduction 

The properties of the spectra of the first two optically identified 
X-ray sources, Sco X-1 [57) and Cyg X-2 [15) led to early speculation 
that their X-ray luminosity is generated by accretion onto a compact 
star in a mass-transfer binary star. In the case of Sco X-1 the spectrum 
was found to be similar to those of old novae and U Gem type stars, 
which were known to be binary stars, in particular through the work of 
Crawford and Kraft [11,24] in the 1950s and '60s. The optical spectrum 
of Cyg X-2 was found to be composite, showing the signatures of both an 
F-type giant and a component of much higher excitation; Cyg X-2 also 
showed significant radial-velocity variations. However, the single most 
important characteristic of a binary star, i.e. an orbital periodicity, 
was not found in either system until many years later, in spite of 
substantial effort (see e.g. [19,25] for discussions of early optical 
observations of X-ray sources, and references). 

The idea that the bright galactic X-ray sources are binary stars 
gained immediate acceptance with the discovery [58] of the eclipsing 
binary X-ray pulsar Centaurus X-3, which showed persuasively that in 
this system the X rays are generated by accretion onto a strongly 
magnetized neutron star rotating at the observed 4.8 s pulse period. The 
properties of the X-ray orbit showed that the mass-transferring companion 
star is very massive (> 10 M0 ), a result which was later confirmed by 
the optical identification of this source with an O-type giant star 
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[26]. The discovery that Cen X-3 is an X-ray binary star was soon 
followed by more observations of eclipsing X-ray sources, some of them 
pulsating, and the identification of these X-ray sources with early-type 
stars (see e. g. [36, 49, 80]). In addition, a general framework for the 
origin and evolution of a massive X-ray binary, as a rather normal 
episode in the life of a massive close binary star with successive 
stages of mass transfer between the two components, was readily accepted 
[70]. Thus, within a few years the existence of a galactic population of 
high-mass X-ray binaries (HMXB) was well established. 

The clustering of bright X-ray sources within ~30o of the direction 
of the galactic center without a strong background of unresolved sources 
showed already quite early that there is a group of sources located in 
the central regions of the Galaxy [55,59]. It was therefore suspected 
that apart from the above-described HMXB there is a class of low-mass X
ray binaries (see e.g. [56]), but proof for this basic idea was hard to 
obtain. Apart from the difficulty of finding orbital periods, the 
apparent heterogeneity of the properties of low-mass X-ray binaries 
(LMXB) probably played a role. Compared to the HMXB the first handful of 
systems now classified as LMXB (Her X-1, Cyg X-3, Sco X-1, Cir X-1) show 
rather more diversity than similarity in their properties. As a result, 
the establishment of two broad groups of galactic X-ray sources has come 
slowly, and along various roads: only at the end of the 1970's it became 
clear that with respect to their sky distributions, X-ray spectral 
characteristics, optical properties, and types of X-ray variability, the 
LMXB are distinct from the HMXB as a group with "family traits" (see 
e.g. [31]). The LMXB comprise the globular cluster X-ray sources, X-ray 
bursters, soft X-ray transients, and the bright galactic bulge X-ray 
sources (most of which have recently been found to be QPO sources; see 
[35] for a review). 

In this paper I briefly describe the main properties of the HMXB 
and LMXB, with some emphasis on optical observations, and show how the 
differences between these two groups of X-ray sources may be linked to a 
difference in the strength of the magnetic fields of the neutron stars 
they harbour. Within the limits of these conference proceedings I cannot 
strive for completeness. For background information on various topics 
related to X-ray binaries the interested reader is advised to consult 
individual chapters in [12, 13, 14, 33, 34,41, 46, 51, 60]. References 
on optically identified individual sources can be found in [3, 76]. 

Optical counterparts 

The optical counterparts of HMXB have normal early-type spectra, in the 
sense that they can be MK-classified without particular difficulty, on 
the basis of ratios of spectral line strengths. Some disturbance of the 
spectrum, indicative of anisotropic gas flow near the primary may show 
up as variable emission/absorption components, particularly in Ha,~, 
He II A4686, and the CIII-NIII A4640 complex. However, when the latter 
two lines are strongly in emission (see e.g. [18]) this is likely due to 
a very early spectral type (Of characteristics) of the primary, and not 
to the presence of the X-ray source. 
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Fig. 1: 
Relation between pulse 
period and orbital period 
for three types of high
mass X-ray binaries: Be/ 
X-ray SOUl'ces (filled 
circles), non-Be wind
driven X-ray sources 
(crosses), and non-Bel 
X-ray sources driven by 
Roche-lobe overflow 
(triangles). See refs ?, 
8, 82. 

ORBITAL PERIOD 

The reason that the X-ray source does not seem to affect the 
spectral properties of the primary much, is that the bolometric 
luminosity of the latter generally exceeds the X-ray luminosity, often 
by a large margin (see [76]). 

With respect to the spectral types of the optical counterparts the 
HMXB can be subdivided into two subgroups, as follows. 
(i) The spectral type is earlier than B2, and the luminosity class is I 
to III, i.e. the primary star has evolved off the main sequence. These 
stars are filling, or close to filling their Roche lobes, as is apparent 
from the amplitudes of their optical light curves (see below). 
(ii) The primary is a B-emission (Be) star, located in the Hertzsprung
Russell diagram rather close to the main sequence. The orbits of these 
Be/X-ray binaries are eccentric, and their periods tend to be long. The 
primaries underfill their Roche lobes. 

As first suggested in [38] the mass transfer in these two groups is 

Fig. 2: 
Optical spectra of the 
low-mass X-ray binaries 
Sco X-1 and 4U/MXB 1735-44 
(a burst source). The 
similarity of these 
spectra is striking 
(ref. 42). 
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driven by different mechanisms. In the first group mass is transferred 
via a strong stellar wind (in a few short-lived sources Roche-lobe 
overflow is important). In the Be/X-ray binaries the mass transfer is 
related to the anisotropic (often highly variable) shedding of mass as 
observed in all Be stars, which is believed to be the result of their 
rapid rotation [61]. This inferred difference in mass transfer mechanism 
is supported by the different relations between orbital period and X-ray 
pulse period (first pointed out in [7, 8] for these two groups of 
sources (see e.g. the discussion in [72]). 

Most Be/X-ray binaries are highly variable, or transient. In some 
of them recurrent outbursts have been observed, which reflect the 
varying accretion rate onto the neutron star as it moves in its 
eccentric orbit through regions of varying density around the Be star. 
In addition, a more sudden turning on and off of the accretion can occur 
when the wind density becomes too low for the neutron star magnetosphere 
to be within the corotation radius, so that accretion becomes 
centrifugally inhibited [65]. However, in many cases outbursts have been 
observed which are not related to the orbit of the Be/X-ray binary, but 
are due to a sudden enhancement of the mass loss of the Be star (for 
recent reviews of various aspects of Be stars see [62]). 

The optical counterparts of LMXB are rather faint stars. Their 
spectra show a few characteristic emission lines, particularly Ha,~, 
Hell A4686, and CIII/NIII A4640, superposed on a flat (in frequency) 
continuum. These spectra, which definitely are not those of normal 
stars, are dominated by the emission from an acretion disk around a 
neutron star, which radiates mainly through reprocessing of incident X 
rays into optical/UV photons. In very few cases. the signature of a 
companion star can be discerned. 

It appears that the optical properties of LMXB are rather uniform, 
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and can be well described by average values [76]. The colour indices B-V 
and U-B (reddening-corrected) have average values of 0.0 ± 0.3, and -0.9 
± 0.2, respectively (errors are one sigma standard deviations), close to 
those expected for a flat continuum (F = constant). The distribution of 
the ratio of X-ray to optical luminosi~y is rather sharply peaked. 
Expressed in terms of an "optical/X-ray colour index" BO +2.5 log 
FX(~Jy), the peak occurs at 21.5, corresponding to a ratio of fluxes 
emitted in X rays (2-11 keV) and in optical light (3000-7000 A) of -350. 

Absolute visual magnitudes have been estimated for optical 
counterparts of X-ray burst sources and some soft X-ray transients, for 
which a reasonable distance determination can be made. These absolute 
magnitudes (average value M,7 = 1.0) scatter over a remarkably small 
interval of ± 1 magnitude [16]. This small scatter may be related to a 
rather small range in orbital periods of the systems used in this 
average. If the relative shape of the accretion disk (in particular its 
angular thickness as seen from the neutron star) is assumed to be 
independent of the orbital period then the X-ray irradiated accretion 
disk will (for the same X-ray luminosity) be hotter as the orbital 
period decreases since they are then smaller [T4 (:) a-2 (:) p-4/3]. A 
relatively larger fraction of its emission will then be in the UV (i.e. 
the bolometric correction increases). 

It is of some interest to compare the optical properties of LMXB 
with the closely related cataclysmic variables (CVs), which are 
different in that the accreting compact star is not a neutron star but a 
white dwarf. The spectra of CVs bear a general resemblance to those of 
LMXB, showing emission lines superposed on a continuum. However, in 
general the equivalent widths of these lines in LMXB spectra, in 
particular that of H~, are much smaller than those in CV spectra [77] 
(see Fig. 3). Since the absolute magnitudes of LMXB and CV differ by 
values ranging between -3.5 mag (for nova-like variables, and dwarf 
novae in outburst) and at least 6 mag (for dwarf novae in quiescence) 
the luminosities in H~ are substantially higher in the LMXB than in CV. 
In general, the equivalent width of Hell A4686 varies somewhat less 
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Fig. 4: 
Distributions of orbital 
periods for low-mass X-ray 
binaries and cataclysmic 
variables. Data have been 
taken from refs 47 and 53, 
except that we have not 
included LMC X-2 (for 
which recent observations 
give no evidence for a 
6.4 h period), and have 

1000 included the 15.1 h period 
system Cen X-4 (ref. 5). 
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between the LMXB and CV (except the AM Her systems); this suggests that 
in the LMXB the luminosity in this line is enhanced by X-ray 
reprocessing by a similar factor as the continuum flux. 

The orbital-period distributions of CV and LMXB (see Fig. 4) are 
different. Compared to the CV there is a relatively larger fraction of 
LMXB with periods above about half a day; this may partly reflect the 
fact that CV systems with long orbital periods may be classified as 
symbiotic stars. Also, there are no LMXB in the period range between 1 
and 2 hours (i.e. below the period gap), which is well populated by the 
CV. This is perhaps the result of evaporation of the companion stars by 
the large luminosity from the rapidly rotating neutron star (spun up by 
accretion torques), which becomes active as the mass transfer stops when 
the system has reached the upper edge of the period gap [54, 73]. 

Optical light curves of HMXB and LMXB 

Regular optical brightness variations at the orbital period have been 
observed for many HMXB and LMXB. 

In almost all HMXB an important contribution to the orbital optical 
light curve is due to a double-wave modulation with generally equal 
maxima and two somewhat different minima. This so-called ellipsoidal 
variation is the result of the tidal and rotational distortion of the 
companion star, and a non-uniform surface brightness distribution 
("gravity darkening"), often described by Von Zeipel's theorem. The 
maxima in the light curve occur at quadratures of the system, the 
deepest minimum at inferior conjunction of· the X-ray source. The 
amplitude of these ellipsoidal light curves is mainly determined by the 
mass ratio q = Mo t/MX' the inclination angle i of the orbital plane, 
and a dimensionle~s potential parameter Q, which measures how far the 
companion star fills its Roche lobe. 

Superposed on the regular orbital brightness variations significant 
irregularity is observed; consequently observations over many orbital 
cycles are required to obtain a fair estimate of the average light curve 
that hopefully contains information on the geometry of the primary. 

In some systems (e.g. Cen X-3, SMC X-1) the presence of the X-ray 
source is noticeable through the heating by X rays of the hemisphere of 
the companion star facing the X-ray source. This leads to a brightening 
of that side of the star and therefore a filling-in of the deepest 
minimum of the purely ellipsoidal light curve. 

A further complication in the light curve arises when an accretion 
disk is present, which: (i) provides an additional source of light; (ii) 
can give rise to mutual eclipses with the companion; (iii) shields a 
fraction of the companion star from X rays. Since those HMXB in which 
mass transfer occurs through Roche-lobe overflow (and which therefore 
have an accretion disk) are also the most luminous X ray sources, the 
effects of X-ray heating and of the presence of the acretion disk tend 
to be present together. 

In Fig. 5 we show some examples of optical light curves of HMXB, 
illustrating the above mentioned effects. For detailed description of 
the light curves of HMXB, and discussions of the limitations and 
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SMC X-1 Fig. 5: 

V Optical light curves for 
the high-mass X-ray 
binaries SMC X-1 and 

13.20 Cen X-3. Observed data are 
indicated by squares. In 
both cases the dashed line 

13.25 indicates the expected 
purely ellipsoidal light 
curve. The dotted line for 
SMC X-1 shows the effect 

13.30 of X-ray heating of the 
companion star. The solid 

0.00 0.25 o.so 0.75 1.00 1.25 curves indicate the 
PHASE theoretical curves which 

Cen X-3 include ellipsoidal 
variations, X-ray heating, 

V and the effects of an 
accretion disk (see 
ref· 68). 

13.35 

11.40 

13.45 

0.00 0.25 050 0.75 1.00 125 
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underlying assumptions, we refer to [68, 86]. 
Optical counterparts of LMXB are generally faint, with apparent 

visual magnitudes V > 17 in the majority of cases. With notorious 
exceptions (e.g. Sco X-1 [85]) orbital variations of the optical 
brightness are not too difficult to detect, particularly since the use 
of CCD photometers has become commonplace. As a result orbital light 
curves have now been determined for many optically identified LMXB. 

As mentioned above, the optical emission of LMXB comes mainly from 
X-ray reprocessing in matter in the binary system. Orbital light 
variations are therefore due to deviations from axial symmetry of the 
reprocessing matter. This asymmetry is mainly provided by the companion 
star, whose "polar caps" are not shielded from X rays by the disk, and 
therefore are heated (see below). 

The orbital light curves of LMXB show "family characteristics"; 
their amplitude is correlated with the inclination, i, of the orbital 
plane (see Fig. 6) , and also their shape seems to change with i in a 
characteristic way. 

For low inclination angles (as apparent from the lack of X-ray 
eclipses and X-ray "dips", see [47]) the light curves are approximately 
sinusoidal (see Fig. 7), with an amplitude of a few tenths of a 
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magnitude. For systems with somewhat higher inclination angles (as 
evident from the presence of periodic dips in the X-ray intensity curve, 
but absence of X-ray eclipses) the amplitude of this sinusoidal light 
curve increases to ~O.5 mag (e.g. X1755-338). For systems with the 
highest inclinations the amplitude reaches about 1.5 mag. For these 
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• 

o 

60 70 80 90 
INCLINATION 

Fig. 6: 
Relation between orbital 
inclination and amplitude 
of the optical light curve 
for low-mass X-ray 
binaries. Data have been 
taken from ref. 39. 
Systems which show X-ray 
eclipses are represented 
by horizontal lines which 
indicate the allowed range 
of inclination. Three 
sources which show X-ray 
dips, but not eclipses, 

are assumed to have i = 70 0 • Sources which do not show eclipses or dips 
are likely to have smaller inclinations. Systems in which the companion 
star contributes significantly to the optical brightness have not been 
included in this Figure. 

systems the optical light curve can be decomposed into the sine wave 
that is also observed for systems at lower inclinations, and a rather 
sharp cusp superposed on the minimum of the sine wave (see Fig. 7). From 
a comparison of the phases of the optical and X-ray intensity curves it 
appears that the cusp (and therefore the minimum of the sine wave 
component) occurs at superior conjunction of the X-ray source. This 
indicates that the cusp in the optical light curve is due to the eclipse 
of the luminous accretion disk. The relative phasing in the non
eclipsing system X1755-338 of the sinusoidal optical light curve, and 
the X-ray dips, confirm that this picture is valid also for the lower
inclination systems. The correlation of the amplitude of the sinusoidal 
component with inclination angle is likely due to the fact that as the 
inclination angle decreases the average brightness of the accretion 
diskincreases (larger projection factor, less self shielding), and the 
relative importance of the variable component (due to eclipses of the 
disk and the heating of the companion star) decreases. 

Galactic distributions of optically identified HMXB and LMXB 

The sky distributions of the optically identified HMXB and LMXB are 
shown in Fig. 8. The HMXB are distributed along the galactic plane, with 
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Fig. 7: Optiaal light aurves for the low-inalination LMXB Sao X-1 (ref. 
85) and 4U!MXB 1636-53 (ref. 63), the X-ray dipper X1755-338 (ref. 40), 
and the X-ray ealipsing system 4U2129+47 (ref. 43). In the aase of 
Sao X-1 the radial-veloaity aurve (ref. 10) of the aaaretion disk shows 
that maximwn light is reaahed when the X-ray sourae is in inferior 
aonjunation. The X-ray intensity aurve of the X-ray dipper X1?55-338 
suggests a similar phase relation for the optiaal maximum for this 
sourae. 
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Fig. 8: Sky maps (in galactic corrdinates) of the optically identified 
high-mass X-ray binaries (top panel) and low-mass X-ray binaries 
(bottom panel); the latter also contains the globular-cluster X-ray 
sources (indicated by crossed square boxes). 

a narrow latitude distribution «bII> = -0.5 ± 3.9°; if we leave out the 
very nearby high-latitude system X Per we find 0.2 ± 1.9°). The o~tical 
counterparts of LMXB have a much wider latitude distribution «bI > = 
-1.6 ± 10.7 0 ), and are also more concentrated in the general direction 
of the galactic center. 

These distributions fit the idea that the HMXB and LMXB are parts 
of a very young galactic population of massive stars (population I), and 
of a much older population (population II, and old disk poulation), 
respectively. 
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A recent detailed analysis [75] of the kinematic properties of the 
optically identified HMXB indicates that these objects are runaway 
stars; this is perhaps the result of asymmetries of the supernova 
explosions in which the (now) acreting neutron stars were formed [75]. 

The radial velocities of the LMXB optical counterparts support 
their membership of an old galactic population (9]. 

X-ray variability: pulsations and bursts 

Almost all HMXB show X-ray pulsations, which indicates that the 
accreting compact stars in these systems are strongly magnetized neutron 
stars (for a review of various aspects of X-ray pulsars see e.g. (22, 
52]). Strong magnetic fields (a few 10 12 G) have also been inferred from 
the presence of cyclotron lines in the hard X-ray spectra of some X-ray 
pulsars (see (23], for a review of this subject). 

Observed pulse periods range over a factor ~104, between 69 msec 
(for the LMC transient A0538-66) to 835 s in the Be/X-ray system X Per. 
From a survey of X-ray pulsars with HEAO-1 White et al. (84] found a 
correlation between the pulse profile and the X-ray luminosity; their 
result are supported by recent EXOSAT observations of the transient 
source EXO 2030+475 which cover a large range in luminosity (48]. 

Pulse-arrival time measurements for pulsating HMXB, in combination 
with radial-velocity observations of their massive companions, have 
provided invaluable information on the masses of neutron stars (see (22, 
52] for a review). In Fig. 9 our present knowledge on neutron-star 
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Fig. 9: 
Summary of our present knowledge of 
neutron star masses from observations 
of binary X-ray pulsars and the 
binary radio pulsar PSR 1913+16. This 
Figure is an update from ref. 22, 
using more recent data from refs 50 
and 82. 
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masses is summarized. These results are consistent with a standard 
neutron star mass between 1.2 and 1.6 M0 ; however, mass differences of 
more than 0.5 M0 cannot at present be excluded. The limiting factor in 
the accuracy of neutron star masses are the optical radial-velocity data 
(which so far have mainly been based on photographic and image-tube 
observations). Significant progress in this area in the form of much 
improved error ranges for these masses, and an extension of the sample 
of observed neutron stars, appears definitely possible with presently 
available CCD spectrographs. 

X-ray pulsations occur only rarely in LMXB. This suggests that the 
magnetic fields of the neutron stars in these systems are much weaker 
than of those in HMXB. (The alternative that the magnetic and rotational 
axes of the neutron stars are aligned, is discussed below). 

On the other hand, many LMXB emit X-ray bursts, which are the 
result of thermonuclear flashes in accreted matter on the surface of a 
neutron star (for reviews of X-ray bursts see [32, 78). 

Not a single source is known that shows both pulsations and bursts. 
Apparently, the presence of a strong magnetic field suppresses the 
instability of the nuclear reactions that gives rise to bursts (as 
expected from models for thermonuclear flashes, see e.g. [21). This 
mutual exclusion of bursts and pulsations indicates that it is a weaker 
magnetic field, and not only alignment of the field axis, which 
distinguishes the neutron stars in LMXB from those of HMXB. 

The radiation observed during an X-ray burst originates directly 
from the surface of the neutron star (with possibly some modification 

Fig. 10: 
Distributions of the 
ratios of count rates, as 
observed with the HEAO-1 
A4 experiment (ref. 30) in 
the 25-40 keV and 40-80 
keV bands, to that 
observed with Ariel 5 in 
the 2-11 keV band (refs 
44, 81), shown separately 
for the high-mass and low
mass X-ray binaries. X-ray 
pulsars are indicated by a 
darker shade. 
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due to e.g. Compton scattering in intervening hot plasma). Because of 
this, time-resolved spectral studies of bursts provide an observational 
method to study the properties of neutron stars, in particular their 
mass-radius relation. The main problem in this area appears to be the 
interpretation of X-ray burst spectra in terms of atmospheric models 
(see [78] for a recent discussion of this topic). 

X-ray spectra 

The X-ray spectra of HMXB (most of which are pulsars) are generally much 
harder than those of LMXB [20,45, 67, 83]. This distinction is present 
for both the steady and transient X-ray sources [6]. As is illustrated 
in Fig. 10 the difference in spectral hardness persists into the hard x
ray energy range, up to _10 2 keV. From this Figure it appears that the 
average difference in spectral hardness, as measured by the ratio of the 
count rates observed with the A4 experiment on HEAo-1 [30] and with the 
SSI on Ariel-5 [44, 81], is about a factor 10. 

It is remarkable that the few LMXB which show pulsations (GX 1+4, 
Her X-1, and 1627-673) have X-ray spectra which are as hard as those of 
HMXB (almost all of which are, likewise, pulsars). This result strongly 
suggests that the division into hard and soft X-ray spectra is related 
to a difference in the geometry of the accretion flow. For neutron-star 
magnetic fields of the order of 10 12 G, and sub-Eddington accretion 
rates, the accretion flow is dominated by the magnetic field within a 
relatively large distance (of the order of 10 3 km) from the neutron star 
(magnetospheric radius, see e.g. [17])1 a large fraction of the 
inflowing matter reaches the neutron star via an accretion column on a 
relatively small area (near the polar caps). For magnetic fields < 109 G 
the magnetospheric radius becomes comparable to the radius of the 
neutron starl one then expects that the accreting material is 
distributed over a larger fraction of the neutron star surface. 

It should be noted that alignment of the magnetic and rotational 
axis of the neutron star may also lead to the disappearance of 
pulsations, even for fields of 10 12 G. However, since the magnetospheric 
radius will not be much affected by this alignment one does not expect 
the accretion flow within - 103 km of the neutron star to be much 
affected by the alignmentl it is therefore unlikely that alignment alone 
can explain the systematic difference in the hardness of the X-ray 
spectra of pulsating and non-pulsating sources. Thus, the differences in 
these X-ray spectra support the inference, from the distribution of 
pulsars and bursters among the HMXB and LMXB, that the magnetic fields 
of the neutron stars in LMXB are systematically weaker than those of the 
neutron stars in HMXB. 

In many LMXB a correlation has been observed between the X-ray 
intensity and the hardness of the X-ray spectrum (see [35] for 
references). In addition to this so-called normal-branch (NB) spectral 
state a number of LMXB have, at times, been observed in a different 
state, in which the X-ray spectrum is relatively hard (but still much 
softer than the X-ray spectra of pulsars), and does not change much with 
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source intensity (horizontal branch: HB). These different spectral 
states are correlated with different fast-variability behaviour, with 
high-frequency intensity-dependent QPO occurring in the HB state, and 
low-frequency QPO (~5 Hz, independent of source intensity) occurring in 
the NB state [74]. Recently, a third spectral state (the "flaring 
branch" in the spectral hardnesss vs. intensity diagram) has been 
distinguished, which also is correlated with QPO behaviour [16]. The 
origin of the different spectral states, and the connection to the QPO 
properties is presently unknown. 

For reviews of QPO in LMXB with emphasis on observations and data 
analysiS we refer to [35] and the contributions of Hasinger and of Van 
der Klis to the present volume. For a recent review with emphasis on 
models for QPO see [29]. 

Magnetic field decay ? 

The strong correlation between X-ray pulsars and HMXB on the one hand, 
and between X-ray bursters and LMXB on the other hand, and, in addition, 
the striking correlated difference in the persistent X-ray spectra of 
HMXB and LMXB (except for the LMXB pulsars), persuasively argues for a 
systematic difference in the magnetic field strengths of the neutron 
stars in these two groups of X-ray sources. 

There are two possible ways to understand this difference. In the 
first place the magnetic fields of the (generally old) neutron stars in 
LMXB may be much weaker than those of the (young) neutron stars in HMXB, 
because they have always been very weak. This difference might be 
related to a difference in the formation mechanism of neutron stars in 
HMXB and LMXB, viz. via the normal evolution of a massive star, and via 
the accretion-induced collapse of a white dwarf, respectively (see e.g. 
[4]). With respect to the latter process it is of interest to note that 
for two of the three (old) LMXB which show pulsations (Her X-1, GX 1+4) 
the accretion lifetime can be calculated from the system parameters; 
these lifetimes of both systems turn out to be very short (of the order 
of 10 7 years) compared to a typical accretion lifetime of a LMXB (of the 
order of 109 years). This coincidence strongly suggests that in these 
LMXB pulsars the neutron star magnetic field is high because the neutron 
star was formed recently through accretion-induced collapse of a white 
dwarf during the same stage of accretion in which we observe the system 
now as a source of X rays. 

As discussed in more detail in [64] the above idea is hard to 
reconcile with : (i) observed periods and period derivatives of new-born 
radio pulsars; (ii) the observed weak magnetic fields of the binary 
radio pulsars PSR 1913+16 and PSR 0655+64, which are late stages in the 
evolution of massive binary stars (see e.g. [69]); (iii) the statistics 
of CV's and LMXB in globular clusters [79]. 

It appears that the simplest description of the properties of LMXB 
vis a vis the HMXB is provided by the assumption that the magnetic 
fields of all neutron stars decay. This is in agreement with a simple 
interpretation of kinematic data of new-born radio pulsars [37]. We note 
that these kinematic data (and data on pulse profiles) have been been 
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interpreted as evidence for alignment of the rotational axis of the 
neutron star with the magnetic axis [2]; (see also the contribution of 
Blair to this Volume). However, this interpretation does not exclude 
that decay takes place. 

It is possible that decay of a magnetic field takes place only in 
accreting neutron stars. As shown in [66] one cannot distinguish between 
spontaneous decay, and decay as a consequence of accretion; in 
particular the inferred B fields of neutron stars correlate well with 
the total amount of accreted material. 

Observations of millisecond radio pulsars in binaries provide good 
evidence that the decay of the field of neutron stars does not continue 
indefinitely. From the colours of the optical counterpart of PSR 0655+64 
(a white dwarf) Kulkarni [27] estimated that the (cooling--) age of this 
system is ~2 10 9 years, yet the magnetic field of the neutron star (as 
inferred from its period derivative) is a few 10 10 Gauss. A similar 
conclusion follows from the observed number of millisecond pulsars in 
binaries which descended from LMXB [1, 71] (see also [28]). These 
results indicate that when the magnetic field has decayed to a value of 
the order of 109 - 10 G (this value may be different for different 
sources) the decay time increases substantially (from ~107 to more than 
109 years). 
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TRANSIENT X-RAY SOURCES WITH LATE-TYPE COMPANIONS 

Jeffrey McClintock 
Harvard-Smithsonian Center for Astrophysics 
60 Garden Street 
Cambridge, Massachusetts 02138, U.S.A. 

ABSTRACT. In a few short-period (p,.;:; 1 day) X-ray binaries it is possible to 
observe the late-type secondary. Two examples are the X-ray novae Cen X-4 and 
A0620-00. Optical studies have shown that the degenerate star in the former has 
the mass expected for a neutron star, whereas the compact object in the latter is 
considerably more massive and is a likely black hole. Another binary, 4U2129+47, 
which was a persistent X-ray source for at least several years, has been in an X-ray 
"off" state since mid 1983. Its optical appearance and behavior in the off state are 
wholly unexpected and puzzling given the compelling model that was developed 
earlier when the source was X-ray active. A fourth transient source discussed here, 
EXO 0748-676, is a 3.B-hour eclipsing binary, which has provided a fresh look at 
the properties of neutron-star shell flashes and accretion-disk coronae. 

1. INTRODUCTION 

About a quarter of the well-studied Low-Mass X-ray Binaries (LMXBs) are tran
sient sources (Im .. .,/Imin > 100) that undergo month-long to decade-long periods of 
X-ray quiescence (Bradt and McClintock 1983). Best known are the X-ray novae, 
or soft (spectrum) X-ray transients, which brighten to a maximum X-ray/optical 
intensity in a few days and then fade on a timescale of weeks to months. 

During quiescence the X-ray luminosity of X-ray novae is thousands to mil
lions of times less than during outburst; correspondingly, the optical intensity, 
which during outburst is due to reprocessed X-rays, dims by five magnitudes or 
more. Consequently, in a few favorable cases, it is possible to observe the late-type 
secondary directly. This is fortunate, since star light contains important and in
terpretable information, as I will illustrate by discussing two X-ray novae, Cen X-4 
and A0620-00. For a broad review of the properties of X-ray novae see White et 
al. (1984) and van Paradijs and Verbunt (1984). 

A few LMXB have transient episodes that are distinctly unlike those of the 
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eruptive X-ray novae. For example, the large optical modulation of HZ Her/Her X-I 
almost ceased for several years in the 1950's (as determined from an inspection 
of archival plates); presumably the X-ray source, Her X-I, was inactive then 
also (Jones et al. 1973). Another example is the (formerly) persistent source 
4U2129+47. Its X-ray emission turned off in mid 1983 and since then the source 
has remained dormant. Recent studies of its quiescent optical counterpart, V1727 
Cygni, have yielded surprising results, which are difficult to reconcile with ear
lier (X-ray on-state) models of this supposedly well-characterized system. This 
intriguing puzzle is outlined in Section 3. 

The fourth and final transient discussed here is the 3.8-hour eclipsing, "dip
ping", bursting, coronal source EX00748-676 (Parmar et al. 1986), which displays 
a wider range of phenomona than any other X-ray binary. It has proved, how
ever, to be more than a freak: because it is a transient, it has provided important 
new data on how type I bursts and scattering coronae are affected by changes in 
luminosity. 

It is probable that the transient nature of EX00748-676 is more akin to that 
of 4U2129+47 than to an eruptive nova like A0620-00 (Parmar et al. 1986). In 
any case, the causes of alternating cycles of activity and quiescence in LMXB are 
poorly understood and are not considered here (see Hameury et al. 1986, and 
references therein). 

2. X-RAY NOVAE: CEN X-4 AND A0620-00 

In most X-ray active LMXB the light from the accretion disk overwhelms the feeble 
light of the late-type secondary. Consequently, because almost nothing definite is 
known about the properties of X-ray illuminated disks, most optical studies of 
active LMXBs have been rather unrewarding. 

Fortunately, there are a few nearby X-ray novae (d~1 kpc) with relatively 
luminous secondaries (My"'" 8), which are bright enough for quiescent-state spec
troscopic study. In particular, recent optical studies of the K-dwarf secondaries of 
two soft transients - A0620-00 and Cen X-4 - have yielded precise and insight
ful results. The absorption-line radial velocity data imply strongly that A0620-00 
is a black hole (McClintock and Remillard 1986), whereas Cen X-4, which is a 
type I burst source, has the mass expected for a neutron star (Fig. 1; Cowley 
et al. 1988). For both systems the optical light curves are dominated by tidal 
(ellipsoidal) effects of the primary on the secondary (Fig. 1; Chevalier et al. 1988; 
McClintock and Remillard 1986), a process that can be modeled. Further study 
of these light curves, combined with measurements of the rotational widths of the 
K-star absorption lines, should provide useful information on the system param
eters (orbital inclination and mass ratio) and further constrain the masses of the 
compact objects. 
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Figure 1. Simultaneous spectroscopic and photometric data for Cen X-4 obtained at 
CTIO on 24-27 April 1987 (McClintock and Remillard 1988). The different symbol shapes 
represent different observing nights. (Top) Radial velocities of the K-dwarf secondary vs. 
orbital phase (P orb = 15.098 hours). The velocity semi-amplitude is 146±12 km s-1. 
(Bottom) Folded CCD light curve of Cen X-4. The solid symbols are I-band data and the 
open symbols are V-band data, which have been scaled to match the mean intensity in 
the I band. 
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It is highly probable that both K stars fill their respective Roche lobes, even 
in quiescence. This is strongly implied by the sizable modution of the ellipsoidal 
light curves (Bochkarev et al. 1979). Moreover, a full Roche lobe is required 
to explain the bright, quiescent-state accretion disks, which are present in both 
systems: the luminous disks (Mv ..... 8) shine due to viscous heating, and their 
optical luminosities imply a mass transfer rate ..... 10-12 M0 yr-1• Such a rate is 
consistent with the quiescent X-ray luminosity of Cen X-4 (I - 4 X 1033erg 5-1; 

van Paradijs et al. 1987). In the case of A0620-00, however, no quiescent X-ray 
emission is detected (L., < 1032 erg 5-1), which seemed to me (McClintock 1986) 
inconsistent with the inferred rate of mass transfer. This puzzle was solved recently 
by de Kool (1988) who argues as follows: the effective X-ray temperature of an 
inner accretion disk scales as M1/ 4 ; consequently, the kT ..... 1 keY X-ray spectrum 
of A0620-00 in outburst (M ...... 10-8 M0 yr-1) cools to become an 0.1 keY EUV 
spectrum in quiescence (M ..... 10-12 M0 yr-1), which is difficult to detect (with 
EB-v ~ 0.39 mag and NH ..... 3 X 1021 cm-2). 

Of course, one expects the Cen X-4 disk spectrum to be similarly softened in 
passing from outburst to quiescence. However, the outburst spectrum of Cen X-4 
is much harder than that of A0620-00 (5 keY YlL.l keY), and therefore should still 
be observable in quiescence at X-ray energies as a soft component. In addition, the 
quiescent mass-transfer rate should generate a relatively hard spectral component 
at the neutron star magnetosphere or at the boundary layer between the neutron 
star and the disk. No comparable source of emission will be present in A0620-00 
if, as expected, its surface is a black-hole event horizon. 

A cartoon sketch to scale of A0620-00 and Cen X-4 are shown in Figure 2. 
The longer orbital period of Cen X-4 (15.1h vs. 7.8h) compensates for the greater 
mass of A0620-00 to make the two systems about the same size. As shown, a 
main-sequence K dwarf (represented by the cross-hatched circle) essentially fills 
its Roche lobe in A0620-00 (a conclusion that is independent of the assumed or
bital inclination). Based on evolutionary models of A0620-00, it appears probable 
that its secondary began life as a dwarf star, and has been affected little by the 
subsequent evolution of the binary system, including the black-hole collapse of its 
massive companion (Eggleton and Verbunt 1986; de Kool et al. 1987). 

On the other hand, Cen X-4's secondary, which almost certainly fills its Roche 
lobe (see above), has a density that is only a tenth that of a main-sequence K 
dwarf, and it therefore appears to be in a peculiar evolutionary state. Cen X-4's 
neutron-star primary was probably formed by the accretion-induced collapse of a 
white dwarf (Chevalier et al. 1988, and references therein). 

Cen X-4's large systemic velocity suggests that it is an old, halo-population 
object (Cowley et al. 1988), whereas, A0620-00 may belong to the disk population. 
Thus, despite similarities (spectral type and the occurrence of nova eruptions), it 
appears probable that Cen X-4 and A0620-00 had very different origins. 



213 

A0620-00 
..".,...--- .......... 

,/ '" /' ........ 

/ " / \ 
/ \ 

/ \ 
12·::;:::-······Z!!I +... . .: .. ···::·::;·::·TJ I 

\ 10 Me J " / " / " / '- ./ "'-------
{PhotO::here} 

Secondary 

Cen X-4 

Figure 2. A sketch to scale of plausible models for two X-ray novae. The view is in 
the orbital plane. The critical Roche lobe is a figure eight, the sytem center of mass is 
marked by a "+" symbol, and an accretion disk whose size is not known is represented by 
a stippled region centered on each compact star. For both systems it is assumed that the 
orbital inclination is 45° and the mass of the secondary is 0.7 M0 . 
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3. THE PUZZLING OFF-STATE OF 4U2129+47=V1727 CYGNI 

The star V1727 Cygni, the optical counterpart of the X-ray source 4U2129+47, 
displayed pronounced photometric variations with a period of 5.2 hours from the 
time of its discovery in 1979 until some time in 1983 (Thorstensen et al. 1979; Mc
Clintock et al. 1981). The light curve was very similar to that of Her X-11HZ Her; 
the color was bluest at maximum light, which showed that the modulation arose 
from the X-ray heated face of the companion star. The large amplitude of the 
modulation (amB ~ 1.5 mag) established that the plane of the orbit is highly 
inclined to the plane of the sky (i > 600). 

Partial X-ray eclipses, which occurred at the phase expected from the optical 
ephemeris, were discovered in X-ray data obtained in mid 1980 (McClintock et al. 
1982). The gradualness of the eclipse and the energy-independent shape of the 
X-ray light curves were interpreted as due to the partial eclipse of an extended 
X-ray source - an accretion disk corona (White and Holt 1982; McClintock et al. 
1982). In this model, the system is viewed nearly edge on (i ~ 800), the compact 
X-ray source itself is hidden from us by the accretion disk, and we observe only 
those (relatively few) X-rays that are Compton scattered toward us by the corona 
above the disk. Recently, in a search of archival Einstein Observatory data, Garcia 
and Grindlay (1987) found a type I X-ray burst, which showed conclusively that 
the compact object is a neutron star; moreover, the properties of the burst also 
supported the accretion-disk corona model. 

Thus, during the X-ray active state, observations pointed to a model with a 
secondary ofradius 0.6 R0 (determined by the 5.2-hour period) orbiting a neutron 
star. The X-ray eclipses and large optical modulation showed plainly that the 
inclination of the orbit is close to edge on. In short, 4U2129+47 appeared to be a 
well-understood LMXB. 

In the fall of 1983, X-ray observations by Pietsch et al. (1986) revealed that 
the X-ray source had gone into an "off" state; the source was not detected and 
had become more than 100 times fainter than it was in June 1980. Pietsch et al. 
also reported that the optical counterpart was in a low intensity state and was no 
longer strongly modulated at the orbital period. 

Extensive CCD photometric data were obtained by Thorstensen et al. (1988). 
They found !!Q photometric modulation: at the binary period their 99 percent 
confidence limit on the amplitude of a sinusoidal modulation is 0.012 mag in the 
V band. No eclipse was detected, despite extensive coverage at the expected phase. 
The magnitude (V=17.88±0.03) and color (B-V=0.93±0.05) in the quiescent state 
are comparable to but slightly fainter and redder than the magnitude and colors 
observed at minimum light during the X-ray active state (McClintock et al. 1981). 
The spectrum of the quiescent star resembles a late F type with Balmer lines, 
G Band and (possibly interstellar) absorption lines. No sizable radial velocity 
amplitude (KOPf < 20 km S-I) is observed at the orbital period (Garcia 1988). 
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The complete absence of optical modulation in quiescence is a great surprise: 
previous (on-state) models predicted a large ellipsoidal modulation (due to the 
tidal deformation of the secondary), an effect that was observed for HZ Her dur
ing the 1950's off-state mentioned above (Jones et al. 1973). The limit on the 
modulation of V1727 Cygni in quiescence is about a factor of 20 less than the 
predicted value. Similarly, the radial velocity amplitude of the secondary was ex
pected to be ,..., 200 km s-l, whereas the observed amplitude is less than a tenth of 
this value. Finally, the colors of the quiescent counterpart are much too blue and 
the spectral type is too early to be consistent with a late K or M type secondary, 
which was predicted as a consequence of the short orbital period. 

The observations of V1727 Cygni in quiescence present a serious challenge to 
previous models of the system. Thorstensen et al. attempt a reconciliation by 
considering a half-dozen possibilities: light from an accretion disk? A low-mass 
neutron star? Low metallicity? An underfilled Roche lobe? A grossly abnormal 
secondary? A third star? They conclude that none of the alternatives are entirely 
satisfactory, although a very low metallicity system with a somewhat underfilled 
Roche lobe may be consistent with all of the observations. Another possibility 
is that the quiescent X-ray star itself has faded below visibility and one is now 
observing another star along the line of sight. The probability of an unrelated 
interloper is small (10-3), but the system might more plausibly be triple. 

4. A REMARKABLE X-RAY SOURCE: EX00748-676 

EX00748-676 is a transient X-ray burst source that is abruptly eclipsed by its 
companion for 8.3 minutes during its 3.82-hour orbital cycle (Parmar et al. 1986). 
It displays irregular, periodic dips in X-ray intensity; these are presumably caused 
by obscuration of the X-ray source by a "splash" region where the accretion stream 
strikes the disk. Also seen in EX00748-676 is a residual X-ray emission during 
eclipse, which may be due to X-rays scattered into our line of sight by an accretion 
disk corona. All the above-mentioned phenomona are apparent in a simple plot of 
count rate vs. time (see Fig. 1 in Parmar et al. 1986). 

Bursts, eclipses, coronal scattering, and so on, have all been observed in other 
LMXB. Because EX00748-676 is a transient, however, Parmar et al. were able to 
study how two of these phenomona - type I bursts and X-ray emission during 
eclipse - are affected by gross changes in X-ray luminosity. 

X-ray emission during eclipse. The X-ray eclipse is not total. There is a resid
ual emission that is linearly correlated with the average strength of the uneclipsed 
intensity observed during the intervals preceding and following the eclipses (see 
Fig. 4 in Parmar et al. 1986). The 2-6 keV flux in eclipse is a constant fraction 
(~ 4%) of the uneclipsed flux. Parmar et al. attribute this residual emission to 
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scattering of the eclipsed, compact source by an accretion disc corona. This is plau
sible; there is strong evidence for the presence of such coronae in other LMXB (see 
Section 3). It is surprising, however, that an order-of-magnitude increase in the 
uneclipsed source intensity of EX00748-676 leads to only an order-of-magnitude 
increase in the eclipsed intensity. One might have expected the scattered com
ponent to increase faster than linearly, since the corona, which is powered by the 
central source, should grow in size and opacity as the source luminosity rises. This 
apparent constancy of the corona with changes in X-ray luminosity may prove to 
be a valuable input to models of accretion disk coronae. 

Type I bursts. Gottwald et al. (1986,1987) observed and analyzed about three
dozen type I bursts from EX00748-676. They found that the burst properties are 
a strong function of the persistent emission. For example, the ratio (a) of the total 
persistent energy emitted between bursts to the energy emitted in the following 
burst decreased by about an order of magnitude as the strength of the persistent 
flux decreased by a factor of 5. This result is contrary to the predictions of nuclear 
flash models with stable hydrogen burning, and Gottwald et al. (1986) suggest that 
it may be due to the flashes changing from helium-dominated at high accretion 
rates to hydrogen-triggered, helium-hydrogen flashes at low accretion rates. This 
suggestion was first made by Fujimoto et al. 1981. The apparent blackbody radius 
during the burst decline was also correlated with the persistent flux and decreased 
from about 9 km to 4 km (for a fixed temperature of 1.6 keY) as the persistent 
emission decreased by a factor of 5. 

Especially interesting was the detection of several bursts with very short (~1O 
minute) recurrence times-so-called "double bursts"-which are not well accounted 
for by the thermonuclear flash model. The double bursts occurred during periods 
of low accretion rate and, in so short an inter-burst interval, it is not possible to 
accrete sufficient material to fuel a flash. Gottwald et al. 's analysis of these bursts 
suggests that they are due to fuel that is not completely consumed during the 
first burst, but which is somehow ignited 10 or so minutes later in a second burst. 
These results support a model proposed by Fujimoto et al. (1987) to explain the 
occurrence of double bursts in 4UI636-53. 

5. CONCLUSION 

Observations of transient sources in quiescence provide opportunities for a qual
itative increase in our knowledge of LMXBs: Direct optical observations of the 
secondaries in A0620-00 and Cen X-4 have yielded valuable dynamical data and 
strong constraints on evolutionary scenarios; the findings from recent optical ob
servations of 4U2129+47, a supposedly well-understood system, are surprising 
and puzzling, and should lead us eventually to new insights. Finally, the study 
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of EX00748-676 in an X-ray active state has given us new information on the 
properties of scattering coronae and thermonuclear shell flashes. 

I thank John Raymond for stimulating discussions on accretion disks and Ronald 
Remillard, my collaborator, for discussions and for his considerable help in prepar
ing this paper. I am also grateful for financial support from the Research Oppor
tunities Fund of the Smithsonian Institution. 
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Chaotic dynamics in the X-ray variability of Her X-I 

H.ATMANSPACHER, H.SCHEINGRABER, AND W.VOGES 

Max-Planck-Institut fiir extraterrestrische Physik, 8046 Garching, FRG 

1. Introduction 

In addition to its fundamental implications on the foundations of statistical physics, 
the concept of deterministic chaos in dynamical systems has provided considerable 
impact concerning the experimental characterization of dynamical systems. There 
exist different methods to derive invariants of such systems from measured time 
series (for an overview, see Ref.1). The determination of these invariants is possible, 
if only one single variable of a generally complex system is accessible by observation. 
This issue underlines the particular importance for astrophysical systems, for which 
the only observable variable is the electromagnetic radiation. 

In the present contribution we report results obtained from one of the mentioned 
procedures introduced by Grassberger and Procaccia2 and described elsewhere in 
this volume.3 In brief, this method allows for a determination of the dimension of 
the reconstructed attractor representing the investigated process. A non - integer 
dimension indicates chaotic behavior. 

The attractor dimension is of specific interest since it gives a lower bound for 
the number of degrees of freedom of the system. It provides the mathematical 
justification to model the system with the corresponding low number of variables'! 1] 
Since it is an appropriate measure for the complexity of a system, the attractor 
dimension can also serve as a classifying criterion for different dynamical systems 
of similar type. (For instance, it would be interesting to investigate and compare 
the attractors of white dwarfs, neutron stars, and black hole candidates5 as different 
compact objects.) 

This article describes the attractor analysis based on the X - ray luminosity from the 
neutron star Her X-l. In the following sections we present the observational material 
(2), discuss some methodical details (3), and summarize the obtained results (4). 

[llFor an example of a successful application of this idea we refer to the discovery of low -
dimensional chaos in multimode laser systems. Here, the attractor analysis has led to the 
prediction of unexpected microphysical mode coupling mechanisms which could be verified by 
its additional effects on the behavior of the laser system.4 
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We proceed without an elementary introduction into the applied method, for which 
we refer to Refs.I-3. 

2. Observational material 

The neutron star Her X-I and its visible companion HZ Her form a low mass 
X-ray binary system showing several specific features. Her X-I is surrounded by 
an accretion disk consisting of gaseous matter flowing in from HZ Her. The strong 
surface magnetic field of ~ 4 x 1012 Gauss causes a channeling of the accreted matter 
onto the polar regions of Her X-I. The gravitational energy of the decelerated 
matter is mainly converted into X-ray radiation. 

The emitted X-ray radiation as observed by the EXOSAT satellite shows three 
different periods of regular temporal variability: (i) the 1.24 sec rotaion period of 
the neutron star, (ii) the 1.7 day orbital period of the system, and (iii) the 35 
day period ascribed to a warping accretion disk. The geometry of the system is 
illustrated in Fig.1. 

NEUTRON 
STAR 

PARTIAL OBSCURATION I( I 

NO OBSCURATION (AI 

HERCULES X·I 

E(lIPSE IBI 

HZ - HER(ULIS 

Figure 1: The geometrical configuration of the binary system HZ Her / Her X-l. The different 
source modes (A) - (e) are indicated as described in the text. 

In addition to the regular periodic behavior, irregular (erratic) temporal variabil
ities have been found on each of the periodic time scales. In order to distinguish 
this irregular behavior in different geometrical configurations we define the follow
ing source modes (see also Fig.I): 
(A) Unobscured phase: the X-ray radiation is observed without any obscuration 
effects due to the accretion disk or due to HZ Her and its atmosphere. The unob
scured radiation amounts to slightly above 400 counts/sec and shows small intensity 
variations. 
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(B) Totally obscured phase (eclipse): the X-ray source is shaded by HZ Her and 
the count rate is reduced to less than 300 counts/sec. 
(C) Partially obscured phase (absorption dips): strong intensity variations of a typ
ical duration of some hours. The count rates cover the range between (A) and (B). 
(D) Background: in the off - source observation mode, the X-ray signal shows ir
regular temporal variations around an average count rate comparable to the eclipse 
mode. 
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Figure 2: EXOSAT count rates of the ME X-ray radiation from Her X-l as a function of time. The 
different source modes (A) - (e) are indicated. The increased intensity during eclipse is due to solar 
activity. 

An X-ray luminosity time series containing source modes (A) - (C) is shown in 
Fig.2. The data have been acquired in the EXOSAT PULS mode during a main 
- on state of the 35 day period of the system at April 5, 1984 (for further details 
see Ref.6). A much better impression of the temporal variablity in the individual 
modes can be achieved on a spread time axis. In Fig.3 count rates for modes (A) 
and (B) per 770 msec are plotted over a time interval of 770 sec. In both time 
series, some long time variability of the signal can be recognized in addition to the 
erratic short time variations. However, it seems extremely difficult to state any 
significant difference between both types of irregular behavior. As it will be shown 
in the following section, a clearcut difference can be obtained from an attractor 
analysis. 

3. Methodical details 

The attractor analysis according to the procedure of Grassberger and Procaccia 
requires a careful pre - investigation of the system in terms of conventional methods 
like correlation functions and power spectra. Subsequently one has to determine 
the crucial parameters for the attractor analysis, namely: (i) the optimum temporal 
resolution T of the time series, (ii) the time delay D..t for the reconstruction of the 
attractor in an artificial phase space, and (iii) a sufficient number N of data points 
per time series. 
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Time (sec) time (sec) 

Figure 3: Temporal evolution of the X-ray count rates from Her X-1 in modes (A) and (B). Both 
time series consist of 1000 data points with a temporal resolution of 770 msec. 

The temporal correlation of the signal has a direct consequence for the value of T. 

In order to achieve a sufficiently dense covering of the attractor, a number of some 
ten data points per correlation period is usually required. Too few data points 
per correlation period would simulate an uncorrelated (random) behavior. On the 
other hand, a very high temporal resolution often results in low count rates so that 
counting statistics may dominate the signal which then appears to be random. For 
the unobscured source mode (A), Her X-I provides a correlation period of roughly 
10 sec. The effects mentioned above appear for T > 1 sec and T < 150 msec, resp. 
A value of ~ 770 msec has eventually been chosen.!2] 

For a proper choice of t:J.t we refer to a suggestion of Fraser and Swinney.7 Obviously, 
t:J.t must not correspond to an eigenperiod of the system, since in this case the 
artificial phase space would necessarily be one - dimensional. For the Her X-I 
analysis the results were basically independent of t:J.t between T and lOT. 

A criterion for a sufficient number N of data points has been proposed recently.8 

The idea is to check whether an increase in N causes an improved representation 
of the entire attractor in the artificial phase space. As a result, N = 1000 turned 
out to be an adequate number of data points. 

The determination of the attractor dimension from the time series shown in Figs.3a 
and b is shown in Figs.4 (mode (A)) and 5 (mode (B)). While Fig.5 clearly represents 
random behavior, FigA shows a deterministic component indicated by the plateau 
in the slope plot 4c: The constant slope corresponds to an attractor dimension 
of ~ 2.35, whereas the random behavior in the eclipse mode can of course not be 
associated with any attractor,!3] 

The fact that T is not too different from the 1.24 sec rotation period of Her X-I 

[2lThe EXOSAT data acquisition time binning is 9.67 msec. Longer time bins are simply achiev
able by integration. 

[31It seems worth to emphasize that the slope plot 4c nicely illustrates a basic feature of this type 
of analysis. It decomposes the dynamics of the system into its random and its deterministic 
contribution. The different types of behavior in Figs.4 and 5 allow for a clear distinction 
between the time series shown in Figs. 3a and b. 
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Figure 4: Attractor analysis of the time series shown in Fig.3a representing X-ray count rates from 
Her X-I in mode (A). a) Two - dimensional phase pro trait of the measured time series vs the first 

delay series (~t = 1'); b) correlation integral CI2l according to Grassberger and Procaccia c) plot 

of the slope (log CFl/ log £ vs log L Dimensions of the artificial phase space are shown from d = I 
to 20, N = 1000, T = 770 msec. 
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Figure 5: Attractor analysis of the time series shown in Fig.3a representing X-ray count rates from 
Her X-I in mode (B). a) - c) as in Fig.4. The lacking plateau in 5c indicates that there is no 
attract or, but purely random behavior. 

might suggest the influence of some sort of beat phenomenon on the analysis. In 
order to check the relevance of the obtained result in this respect, an analysis of 
a time series with a subtracted average 1.24 sec pulse profile has been performed. 
In this case the signal turned out to be much too noisy to provide a deterministic 
component. The pulse - corrected signal will be further investigated by methods 
which are less sensitive to high noise levels.9 

4. Results 

A detailed description of the analyzed time series and the calculated dimensions 
can be found elsewhere.6,8 The main results are the following: 

In the unobscured mode (A) the reconstructed attractor reveals a dimension of 
D ~ 2.35 for different time series and different data acquisition modes. This low 
dimension indicates a fairly low number of variables required to model the dynam
ical process accounting for the irregular X-ray variations. Corresponding attempts 
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have been started.lO 

For the eclipse data (B) and the X-ray background (D) there is no deterministic 
component of the irregular signal. The motion of the system in the artificial phase 
space is purely random. 

During the absorption dips {mode (C}) we obtained a correlation period of:::::, 200 
sec and an optimum integrated resolution of :::::, 5 sec. On this time scale, the 
mode (A) behavior appears to be random, so that a separate attractor analysis is 
possible for mode (C). The investigation of different time series provided dimensions 
in the range between 8 and 10. The corresponding attractor can be ascribed to the 
turbulent dynamics of density inhomogeneities in the accretion disk as the origin 
of the partial obscurations. 

In summary, the analysis of the irregular X-ray variability of Her X-I in terms 
of attractor dimensions provides basic information about the underlying dynami
cal processes. Apart from its capability to distinguish random from deterministic 
components of the system, the complexity of the deterministic contribution can be 
quantified. Since it provides a lower bound for the number of variables of the sys
tem, the attractor dimension should be considered as a tool supporting the search 
for theoretical models of the dynamics of the system. 
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ABSTRACT - We present new data on the X-ray source lying in the core of 
47 Tuc that is the brightest of the dim globular cluster X-ray sources. From the 
recalibrated IPC Einstein satellite data the X-ray spectrum was obtained (thermal 
bremsstrahlung with kT = 2 ~i keV and no intrinsic absorption). X-ray variability 
j.s present at time scales of days. hours and tens of minutes. In addition we have 
discovered transient periodic pulsations at period 120.200 s. Rapid periodic 
pulsations at period 4.580 s are also marginally present. 
We present the results of a CCO and image tube optical search for a faint 
blue variable object in the X-ray source field. The limiting magnitude U = 17 
(MU ~ 3.6) is reached. A possibly UV and variable object stands out in our U 
CCO frames. 
We then discuss the nature of the X-ray source : cataclysmic variable or 
transient low mass X-ray binary. 

1. INTRODUCTION. 

The Einstein survey of 71 globular clusters gives a bimodal luminosity function 
(Hertz and Grindlay. 1983 a. b). The source X0021.8-722I which lies at 0.36 
core radius from the centre of 47 Tuc is the brightest of the "dim" sources. 
but sti II 10-100 times fainter than the faintest of the low mass X-ray binaries 
(LMXB) observed outside or inside globular clusters (Verbunt et al. 1984). Its 
nature is then unclear. 
The accurate position provided by 5 HRI observations permits a sensitive search 
for the optical counterpart though the object is located in the overcrowded 
core of the cluster. 
In this paper we present new spectral and variability X-ray data. we give the result 
of a high angular resolution optical investigation of the X-ray field and discuss 
the nature of the object. (see Auriere et al. 1988. for a more detailed 
presentation). 

* The optical data are based on observations collected at the European Southern 
Observatory. La Silla. Chile. 

** Presenter of this paper. 
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Model Spectrum 

Table 1 - IPC spectral fitting parameters, 

2 
Xmin/ dof 

(1) 

fluxes and luminosities of X 0021.8-7221 

in the 0.2-4keV energy range 

kT (keV) 
or 

" index 
(2 ) 

observed emitted 
(erg cm- 2 s-l) 

Lx 

erg 5-1 
(3 ) 

Th. Brems. 2.6/9 2 0+4.0 
. -1. 0 

18 +13 
-16 

2.5 10-12 2.8 10-12 7.0 10 33 

Pow. law 2.4/9 31 +44 
-20 

2.7 10-12 3.5 10-12 8.7 10 33 

(1) X 2. 
mln minimum X2 (not reduced) ; dof : degrees of freedom 

IPC channels used in the fit - 2 fit parameters. 

(2) kT = spectral fit parameter for thermal bremsstrahlung spectrum 

IX = logarithmic slope for power law energy spectrum S (v) c£ y" 

number of 

The uncertainties on kT (or") and NH are 90 percent confidence limits, 

they correspond to 2 
X min + 4.6 (Avni, 1976). 
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Figure 1 : 

The incident energy spectrum of X 0021.8-7221 as deduced from the EINSTEIN 
IPC data. The error bars are 10. The histogram is the predicted distribution 
for a thermal bremsstrahlung spectrum with temperature kT = 2 keV and 
an absorbing column density NH = 1.8 1020cm-2• 
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2. THE EINSTEIN X-RAY DATA ON 47 TUC REVISITED. 

2.1. Spectral parameters: 
The Einstein IPC data were obtained during a 15240.7s exposure lasting from 
19 to 22 November. 1979. the observatory axis pointing 10.5 arcmin. North 
of the centre of 47 Tuc. In the 44 arc min diameter circle corresponding to 
the angular diameter of the cluster. 3 X-ray sources are detected above 4. 
the bri ghtest one. detected at 31.7 X0021.8-7221 is the core source discovered 
by Hertz and Grindlay (1983b) and precisely located at 0.35 core radius from 
the cluster centre by Grindlay et al. (1984). A highly significant spectral fit 
is obtained (Koch-Miramond and Auriere. 1987). Table 1 shows the parameters 
of the best fits : either a thin thermal bremsstrahlung spectrum with kT = 2 

keY and NH = 1.8 1020cm-2 or a power law energy spectrum with index 2.1 
and NH = 3.1 1D20cm-2 (reduced X2 = 0.28 in both cases). No acceptable fit 
was obtained with black body spectra. The former best value of NH corresponds 
to that deduced from the visual absorption. AV = 0.04 mag .. to the cluster. 
Figure 1 shows the incident spectrum together with the predicted distribution 
of the best spectral fit for thermal bremsstrahlung. The 90 percent confidence 
limits on kT and NH corresponding toX2min+ 4.5 (Avni. 1976) are 1 < kT < 

6 keY and 2 10 1 9<NH <3.1 1020cm-2• 
Note that kT ~ 10 keY cannot be completely excluded due to the very limited 
energy range of the Einstein IPC and to the shape of the chisquare grid ; 
nevertheless a very soft spectrum (kT a few tens eV) is excluded. 
We conclude that the core source in 47 Tuc has a low temperature spectrum 
(kT ",2 keY) with little or no intrinsic cut-off and no very soft spectral 
component. 
We then deduce the fluxes (observed and emitted) and the luminosities in the 
0.2 - 4 keY energy range. As shown in Table 1 a luminosity approaching 1034erg 
s-1 is found. 

2.2. Brightness variability: 

i) Long term variations: 
We have used the spectral parameters determined above to calculate the 
ratio of the fluxes given by the two Einstein instruments IPC and HRI in their 
common bandwith 0.5 - 2.5 keY. We then have c6rrected the fluxes obtained 
with .the IPC in order" to compare them with the HRI fluxes. using the above 
ratio and the same spectral parameters (assumed to remain constant with 
time). This correction factor remains smaller than the statistical errors when 
kT varies within the 90 percent confidence limits defined above. The last column 
of Table 2 gives the calculated fluxes and figure 2 shows their variation versus 
time. There is evidence for a long term variability of the source. amounting 
to a factor 2.5 to 3 in 2.6 days and to a factor 2 in 12 h. 
We have searched for shorter term variability of the source with the. simple 
variability test using X2 applied to the photon arrival times in the IPC (Harnden 
et al. 1984). As shown in Table 3 evidence of variability is obtained for bin 
sizes 987s and 17805. the probability being 0.5 percent that the source is constant 
at these time scales. 
The source was observed at maximum brightness during the HRI observations. 
LX = 2 1034 erg 5- 1• During the IPC observations the source was in a lower 
state lasting at least 2 days. Lx = (7+_1) 1033 erg s 1. 
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Table 2 - X0021.8-7221 in 47 TUC : 

observations with the Einstein observatory 

Instrument/ Date Middle Effective Count Rate Calculated 

Sequence observ. obs. time x 1000 fluxes 
(1979 ) time s s-l erg cm- 2 5- 1 

HRI / 658 * 21 April Ih31m 1640 71 :!: 7.7 5.3 10-12 

HRI / 4858 18 Nov. 19h14m 838 81 :!: 12 6.1 10-12 

HRI / 4857 19 Nov. 7h05m 1513 85 :!: 10 6.4 10-12 

HRI / 4855 ** 19 Nov. 15h12m 1989 65 :!: 7 4.9 10-12 

HRI / 4856 19 Nov. 18h25m 1882 56 :!: 7 4.2 10-12 

IPC / 4969 A 19 Nov. 20 h47m 4774 119 :!: 5 2.9 10-12 

IPC / 4969 B 20 Nov. 6h14m 4828 101 :!: 5 2.4 10-12 

IPC / 4969 C 21 Nov. 23hOO 7208 90 :!: 6 2.2 10-12 

* 47 TUC is on axis for sequence 658 and offset by - 8 arcmin in a 

different direction for each of the 4 other HRI sequences. 

** The x-ray source is split into two equal sources separated by 15 

arc sec and located in two adjacent 12x12 arcsec detection cells ; 

we have summed the corresponding counts. 

Figure 2 : 
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The X-ray flux of X 0021.8-7221 versus time in the Einstein energy band 
0.2-4 keV. Five HRI and 3 IPC flux measurements with 10 error bars are shown. 
Intercalibration of the two measurements is explained in the text. 
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Table 3 - Search for variability of X 0021.8-7221 

in the photon arrival times (Einstein IPC) 

Observation Effective 

time cbs. time 

Nov. 1979 

19, 19h.68} 
4774.4 

19, 21h.90 

20, 3h.56} 
4828.2 

20, 8h.49 

20, 5h.B3 1679.4 

20, Bh.26 409.5 

21, 20h.52} 
7208.6 

22, Ih.4B 

Photons 

used 

56B 

489 

139 

63 

651 

Bin size 
s 

{ 
BOO 

1600 

{ 987 

1780 

336 

90 

{ 
1084 

1872 

Reduced Dof Probabi1. 

X2 (3) 

1. 54 0.2 

0.7 0.6 

3.2 0.005 

3.9 0.005 

1.2 0.3 

2.2 0.07 

0.96 12 0.5 

1. 95 0.07 

Variabi1. 

(4 ) 

Yes 

Yes 

Possible 

Possible 

Einstein IPC, sequence number 4969 

(1) Zooming on interval where counting rate is 110 above mean value on 

Nov. 20. 

(2) Zooming on interval where counting rate is 7" below mean value on 

Nov. 20. 

(3) Probability for getting X2 or greater from random data. 

(4) Probability less than 1 percent is the adopted criterion for varia-

bility. "Possible" means that there is some evidence for variability 

(probability that source is constant is less than 10 percent). 

Table 4 - Parameters of the frequency analysis of X 0021.B - 7221 
with a Fast Fourier Transform algorithm 

IPC Segment Total Minimum Maximum Period 
Elapsed time frequency frequency range 

s Hz Hz s 

A 7928 1. 26 10- 4 2.06 0.48 - 7928 
Bl B393 1.19 10- 4 1. 95 0.51 - B393 
B2 1679 5.94 10- 4 9.76 0.10 - 1679 
C 13394 7.46 10- 5 1. 22 O.Bl - 13394 

229 
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Figure 3 : 

The distribution of bins versus power 
in all bins from period 0.5 s up to 
25110 s for 597 photons from the 
source and 590 background photons. 
The histogram represents the expe
rimental data and the straight line 
the theoretically expected distribu
tion. The arrow shows the bin with 
signal at period 120.123 s. 
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Figure II : 

2.0 

X-ray light curve of X 0021.8-7221 during segment A of the IPC observation. 
on 19 November. 1979. when the decreasing luminosity of the source was 
LX - 8 1033erg s-l. The data in the 0.01-ll.ll7 keV range have been folded 

modulo 120.200 s in 12.02 s channels. The 1 a statistical error bars are shown. 
The phase O. has been chosen in the middle of the lower plateau. The peak 
to peak modulation is 52 ~ 1 II percent. 

Figure 5 : 

X-ray light curve of X 0021.8-7221 during segment C of the IPC observation 
on 21 November. 1979. when LX - 5.1033 erg s-l. Low energy data [0.01-
1.08 keV) folded modulo 4.5805 s in 0.458 s channels. The 1 a statistical 
error bars are shown. The peak modulation is 58 ~ III percent. 
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ii1 Periodic oscillations: 
A frequency analysis using a Fast Fourier Transform (FFT1 algorithm was done 
on 4 segments of the IPC observation which started on 19 November. 1979. 
finished on 22 November. 1979 (see Table 31 and on a background file containin9 
1732 counts re9istered in a 6.6 arcmin radius circle at the centre of the same 
IPC field where no sources are detected. For each segment the broad energy 
range of the IPC (0.01 - 4.47 keV1. its soft part (0.01 - 1.08 keV1 and hard part 
(1.08 - 4.47 keV1 were analysed separately. The data in each segment are divided 
in 32768 time bins. producing 16384 evenly spaced frequency samples starting 
with f min = liT (T total elapsed time in each segment1 and finishing with 
f max = 16384/T. In Table 4 we list for each segment the total elapsed time. 
the minimum and maximum frequencies and the corresponding period range 
in the FFT search. In the Fourier spectrum of segment A. a frequency peak 
with amplitude 3.45 is present. the probability being 99.1 percent that the 
source is not steady at the corresponding period PI = 120.123 s. Figure 3 
demonstrates that the distribution of power within the various frequency bins 
follows the expected exponential law for random fluctuations (Middleditch 
and Nelson. 1 9731 except for the peak at 120.123 s. Another frequency peak. 
corresponding to a period P2 = 4.580 s. appears in the Fourier spectrum with a 
probability of 92.5 percent in the low energy data of segment C. but its harmonics 
2. 3 and 4 are also present with smaller probabilities in the low and high energy 
data of all segments. 
These frequency peaks and their harmonics are not present in the Fourier 
spectrum of the background as shown by figure 3 for segment A. 
We have then folded the 597 photons collected during the 7928 s of the first 
segment in 10 or 20 bins in the period range 11 9.8 s to 120.3 s with 0.01 s steps. 
The best (reduced X2 = 5.96 for 9 degrees of freedom is obtained for a period 
P = 120.200 s. The corresponding I ight curve is shown in figure 4 with the 10 
statistical error bars. Taking into account the number of independant frequency 
bins used in this analysis we obtain a probability of 5 10-5 that this light curve 
could be produced by chance. The peak to peak modulation of the X-ray flux 
is 52 +_ 14 percent. The double peaked shape of the I ight curve is sti II present 
at the same phase when we fold an uninterrupted data set in segment A (duration 
2335 s. 284 photons) or when we change the binning of the data. The level 
of confidence associated with the light curve is higher than that of the Fourier 
peak. due to the non-sinusoidal modulation of the X-ray flux. 
We have then folded the 413 low energy photons collected during the 13393 
s of segment C. in 10 bins. in the period range 4.575 to 4.595 s with 0.0002 
s steps. The best (reduced1 X 2. 4.49 for 9 de9rees of freedom. is obtained for 
the period P2 = 4.58060 s (the fundamental detected in the Fourier analysis1. 
The corresponding I ight curve with the 10 statistical error bars is shown in 
figure 5 : it has a probabi I ity of 1.5 percent of being random. The peak to peak 
modulation of the X-ray flux is 58 +_ 14 percent. 

We conclude that the X-ray core source in 47 Tuc shows variability at days. 
hours and tens of minutes time scales. In addition transient periodic oscillations 
at period 120.200 s lasting for 2.2 h were present on 1 9 Nov. 1 979 and rapid 
periodic oscillations at period 4.580 s were marginally present two days later 
and probably during the entire observation. The upper limits of the coherence 
are found to be 10-6s/s and 10-8s/s respectively for these 2 periods. 

Owing to the recent discovery of two millisecond binary pulsars in 47 Tuc 
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Figure B : 

The investigated field around the HRI Einstein position for the core X-ray 
source in 47 Tuc. 
The V. B. U images are from 20 s. 1 min. 10 min exposures obtained with 
the GEC CCO at ESO La Silla 2.2 m telescope. The observations are listed 
in table 5 and the photometry for identified stars is given in table 5. Star 9 
is the bluest object in the field and could be a hot object. 
The drawn circle is 7 arcsec radius and centred on star 1. Our best estimate 
for the centre of the error circle (used in table 5) is however located between 
star 1 and star 5. North is up. East is left. 
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(Ables et al. 1988) we have searched for a modulation of the X-ray flux of 
X0021.8-7221 at the orbital period. 1924.3 +_ 0.3 s. of the pulsar PSR0021-
72A. No signigicant peak appears at the corresponding frequency in the Fourier 
spectrum. The same negative result was obtained for X0022.5-7229. a source 
lying at - 27 core radii from the centre of 47 Tuc and detected at 7 a level 
by the IPC. 

3. SEARCH FOR THE OPTICAL COUNTERPART. 

As for the corresponding galactic objects a faint blue variable object is expected 
(Bradt and McClintock. 1983). The error box for its position is small (Grind lay 
et al. 1984) but is located in the core of the cluster. at ~ 10 arcsec from the 
centre. The good point is that 47 Tuc is a nearby object with a high 
metallicity: 1) fainter absolute meagnitudes might be reached: 2) its horizontal 
branch does not contain blue stars and only two RR Lyrae variables are 
catalogued [Sawyer Hogg. 1973). Every hot or faint variable star in the error 
box region should then be an interesting object. 

3.1. The error circle: 

Grindlay et al (1984) give the position of the X-ray source in 47 Tuc with a 
10 precision of 0.9 arcsec. Nevertheless. the optical identification of the M 
15 X-ray source [Auriere et al. 1984). with M 15: AC 211. a star located about 
3 arcsec from the HRI Einstein position. suggests taking this last value as 
the uncertainty for the 47 Tuc source position. As we did not do astrometry 
in 47 TUC. we used the field chart of Fig.1 in Grindlay et al (1984) in order 
to find the centre of the error circle: the star al ignment procedure we had 
to use adds an uncertainty of ~ 4 arcsec. Finally we traced an error circle of 
7 arcsec. 

3.2. Observations and photometry: 

Our optical investigation is based upon 3 sets of data obtained at ESO [La 
Silla): a series of UBV frames taken with a UV coated GECCCO camera at 
the 2.2 m telescope (Auriere. 1985) ; UBV image tube photographs obtained 
at the 1.5 m Danish telescope with an instrumentation specially designed for 
the study of cores of globular clusters (Auriere and Cordoni. 1981) : a series 
of B and V frames obtained with a RCA CCD. at the 1.5 m Danish telescope. 
The GEC set obtained in excellent seeing conditions is the deepest one. The 
RCA set was mainly used for calibration purposes. Table 5 gives the journal 
of observations. 33 stars were resolved in the error circle defined above. Figure 
5 shows the corresponding field from the GEC CCD data [with 385x576 pixels 
2211 square in size. each representing 0.26 arcsec on the sky). The relative 
photometry in the U.B.V filters was obtained on the July 1987 GEC CCD series 
using the DAOPHOT and ALLSTAR packages (Stetson. 1987). The magnitude 
cal ibration was obtained from Landolt (1983) standard stars for the Band V. 
As for the U. we used the U-B aperture photometry of Da Costa (1979) combined 
with our B photometry. The uncertainty in the final zero point calibration 
is about 0.03 mag. both in B and V and 0.1 mag. in U. The complete photometric 
procedure used to reduce our CCD data is described in Auriere and Ortolani 
(1987). 



Figure 7 : 

U/U-8 colour magnitude diagram for 31 stars resolved in the error circle for 
47 Tuc X-ray source. The possible locus for the blue star 9 is shown. The large 
cross shows a typical interval error of 0.1 mag. (in both magnitude and colour) 
due essentially to background determination • 
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Figure B : 

U-8/8-V two colours diagram for 31 stars resolved in the posItIon error circle 
of the 47 Tuc X-ray source. The possible locus for the blue star 9 is shown. 
The solid line shows a population I relation reddened with E (8-V) = 0.04. The 
large cross shows a typical internal error of 0.1 mag (on both colours) due 
essentially to background determination. 



235 

3.3. Results: 

Table 6 presents positions and photometry for the 33 stars resolved in the 
error circle. NUM is the star number marked on Fig 6 : the X and Y define 
the star position in ceo pixel coordinates: RX is the distance in arcsec between 
the star and our best estimate of the X-ray source position in the field: next 
columns give the classical UBV magnitudes and colours when available. Fig. 
7 and Fig. 8 show the corresponding U/U-B colour magnitude and U-B/B-V 
colour-colour diagrams. These diagrams are the best suited for having hot 
objects stand out. Bars give our 1 a estimate of +_ 0.1 mag. both in magnitude 
and colour. Star 9 appears of great interest. It stands out on the 3 U images 
obtained in July 1986. in good seeing conditions [U = 16.3 +_ 0.2). This star 
is nevertheless almost invisible on our B and V frames (Fig. 6) and measurements 
appear to be almost impossible: if we impose the star position. it is found 
fainter than the limiting magnitUde of the frames : if the position is free. 
we find B = 16.8 and V = 16.4 but the star position moves by 0.6 arsec and 
0.3 arsec respectively. with respect to the U position. One has to consider 
that star 9 is 1.2 arsec from a red giant [star 17). The contamination by star 
17 is not troublesome in U [U = 15.4. FWHM = 1 arcsec) but is worse in B [B 
= 13.4) and in V. though seeing is better [FWHM = 0.8 arcsec but V ~ 12 and 
star 17 is slightly saturated). We then only got a lower limit for the B magnitude 
of star 9. We estimated B > 16.8 since this number is the magnitude of the 
two faintest stars well resolved in the field. star 6 and star 31 [which is only 
1.7 arcsec from star 17) as well as the value found for star 9 (using ALLST AR) 
when the position is free. 

With U = 16.3 +_ 0.2 we conclude that U - B:;; - 0.3. The locus for star 9 is 
then plotted on Fig. 7 and Fig. 8 which show that this object is unusually blue 
for 47 Tuc. A typical star of 47 Tuc at the level U = 16.3 would have U - B~0.5 

which gives B~15.8 and should have been easily measurable at the position 
of star 9. 

Star 9 has the U-B colour of a hot object. Nevertheless. there is another 
possibility due to the tremendous crowding conditions: it could be a blend 
of several stars unresolved in U and somewhat diluted in B and V in the wings 
of the red giant star 17. We tested this hypothesis and concluded that would 
neither change significantly the present U magnitude nor the fact that star 
9 is undetectable in B at present position: this may imply that star 9 has a 
marked negative U-B index. Only excellent angular resolution B observations 
will solve this problem. 

The main conclusions of our optical investigation are: 

- Under subarcsecond seeing conditions it is possible to resolve and measure 
stars down to U = 17 (V-I6l in the field of the X-ray source in 47 Tuc. Taking 
[m-Mlv = 13.4 and small absorption (Hesser et al .. 1987) give Mu~3.6. 

- We have not detected flaring stars down to this ma9nitude level. on our small 
sample of frames under consideration [Table 5). 

- The bluest object observed in the present investigation. star 9. appears too 
UV to be a normal 47 Tuc star. It could be a hot star but we cannot discard 
the possibility of an observational bias due to blending of several objects in 
this overcrowded region. Star 9 stands out only on our best series of 3 U frames 
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Table 5 Journal of optical observations of 47 Tuc 

--
Date Instrument FWHM Band/Exp.time 

------------ ---------- ---

1984-10-31 1.5 m + LT. about I" UI 4 m x 2 
1984-10-31 1.5 m + LT. about I" UI 2 m x 2 
1984-10-31 1.5 m + LT. about I" BI 2 " x 1 
1984-10-31 1.5 m + LT. about 0"8 VI 1 s x 1 
1985-06-25 1.5 m , RCA 1"3 BI15 s x 2 
1985-06-25 1.5 m + RCA 1"3 V130 s x 3 
1986-01-01 2.2 m + GEC 1"4 UI 2 m x 1 
1986-01-01 2.2 m + GEC 1"1 1J130 s x 1 
1986-01-01 2.2 m + GEC 1 " V/20 s x 1 
1986-07-26 2.2 m + GEC I" UI 2 m x 2 
1986-07-26 2.2 m + GEC I" UI10 m x 1 
1986-07-26 2.2 m + GEC I" B/30 9 x 2 
1986-07-26 2.2 m + GEC 0"8 V/20 s x 1 

Table 6 - Positions and photometry for stars in the position 
error circle of the 47 Tuc X-ray source X0021.8-722l 

--
NUM )« 1) y( 1) R (2 ) U B V IJ-V U-A 

X --~-------
1 232.25 256.25 0.65 16.15 15.81 14.86 0.9~ O •. 14 
2 239.08 254.23 2.43 15.13 14.71 13.87 0.84 0.42 
3 237.17 246.55 3.05 15.37 14.86 13.90 0.95 0.51 
4 231.91 246.95 2. 34 15.60 14.54 13.38 1.16 1.06 
5 225.45 250.80 1. 70 16.90 16.17 15.09 1.08 0.73 
6 227.30 255.38 0.64 16.73 16.83 16.01 0.82 -0.10 
7 231.59 263.16 1. 95 15.54 15.05 14.08 0.97 0.49 
8 227.14 267.19 3.00 16.64 15.62 14.48 1.14 1.02 
9 218.87 257.93 2.85 16.30 

10 221. 06 242.49 4.09 15.36 14.89 14.07 0.82 0.47 
11 235.22 239.62 4.39 14.28 13 .61 12.66 0.95 0.67 
12 251.26 255.81 5.52 14.34 13.07 12.26 0.81 1. 27 
13 246.08 262.00 4.48 15.07 14.61 13 .87 0.74 0.45 
14 239.67 269.15 4.27 15.46 14.54 13.38 1.16 
15 237.90 274 .18 5.16 15.07 14.65 13.74 0.91 0.42 
16 221.91 270.91 4.37 14.75 14. 06 13.08 0.98 0.69 
17 215.44 253.54 3.73 15.40 13.44 11.96 1. 48 1.96 
18 215.80 268.51 4.85 15.55 15.05 14.06 0.98 0.50 
19 218.55 276.61 6.07 15.53 14.93 14.01 0.91 0.60 
20 245.99 276.48 6.75 16.67 15.55 1.12 
21 249.10 270.59 6.25 16.70 15.82 14.70 1.12 0.88 
22 256.58 267.76 7.54 15.07 13.62 12.39 1. 22 1. 45 
23 254.81 262.56 6.66 15.32 14.06 12.89 1.17 1. 26 
24 255.61 248.12 6.93 15.52 14.92 13.94 0.98 0.60 
25 239.93 236.46 5.62 15.18 14.86 14.08 0.78 0.32 
26 223.01 236.30 5.31 15.37 14.93 14.15 0.78 0.44 
27 208.15 250.93 5.70 14.44 14.07 13 .28 0.78 0.37 
28 250.04 238.96 6.77 15.47 13.19 11.88 1. 31 2.28 
29 24'4.08 237.50 5.97 16.48 15.95 14.90 1. 05 0.53 
30 216.23 240.01 5.35 16.50 15.52 14.52 1. 00 0.98 
31 212.89 259.61 4.45 16.89 16.76 15.48 1. 27 0.13 
32 249.00 259.00 4.97 15.02 14.32 13.30 1. 02 0.70 
33 244.00 264.00 4.22 15.62 14.74 13 .98 0.76 0.88 

(II Coordinates of the star in pixel (1 pixel ~ 0.26 arcsec) 

(2) Distance in arcsec between the star and the X-ray S01lrce 
position. 
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obtained in July 1986. In particular. it appears to be about 0.6 mag. fainter 
on image tube photographs obtained in excellent seeing on October 31. 1984. 
Since different instrumentation was used. this observation is unsufficient to 
prove variability. 

Thus. star 9. 2.8 arcsec from the centre of our large error circle (7 arcsec 
radius) for the X-ray source position is a possibly hot and variable object; 
it is only a weak candidate for the optical counterpart due to the difficulty 
of the measurements. To go on with this optical investigation. will require 

- better resolved B and V images of the field. The use of DISCO at the 2.2 m 
of ESO (Maaswinkel et al .. 1987) should improve the present situation. 

- additional U CCD images in good seeing conditions in order to confirm 
variability of star 9. 

- accurate astrometry in the core of 47 Tuc in order to reduce the error box 
radius. 

4. POSSIBLE NATURE OF THE X-RAY SOURCE IN 47 Tuc. 

4.1. The luminosity: 

The location of this source in the core of 47 Tuc suggests that it is a cluster 
member. The distance is thus well determined and the luminosity can be 
accurately derived: LX- 7 1033 - 2 1034 erg/s in the 0.2 - 4 keV energy range 
(see section 2). The most massive evolving stars in 47 Tuc are about 0.8 mE) and 
a massive X-ray binary is then excluded. However. the above luminosity is 10 to 
100 times lower than the luminosity of the faintest low mass X-ray binary 
(excluding quiescent soft transients) observed in or out of globular clusters 
(Verbunt et al. 1984) : the 47 Tuc X-ray source is then naturally classified 
in the dim globular cluster (G.C.) X-ray sources. Nevertheless. its luminosity 
is 4 times larger than that of the brightest of the cataclysmic variables (C.V) 
observed (up to now) in the galaxy (Cordova and Mason. 1983; Patterson and 
Raymond. 1985). Now. Exosat observations ofw Cen [Verbunt et al. 1986 ; Koch
Miramond and Auriere. 1987) have shown two sources. HGA and HGD at the 
level LX = 1033erg/ s • IPC spectra and two Exosat observations (Koch-Miramond 
and Auriere. 1987) suggest that this luminosity is real and not due to soft 
spectra. The rather large distance of these sources from the cluster centre 
[at about 5 core radii) and their variability properties are rather in favour 
of cataclysmic variables. Bright C.V. are thus likely to exist in globular clusters. 
Though being 4 times brighter than the most luminous C.V. in the galaxy (GK 
Per. Cordova and Mason. 1983) or HGA or HGD inw Cen. the X-ray source 
in 47 Tuc could be a C.V. since it is fainter than the theoretical luminosity 
upper I imit for accretion on a low mass white dwarf [Kylafis and Lamb. 1979. 
1982). Nevertheless it should have been observed in outburst during the two 
Einstein HRI observations seven months apart. a rather unlikely hypothesis. 

The place of soft X-ray transients in the evolution of LMXRB is beginning 
to be well understood (Hameury et al. 1987). Nevertheless. the quiescent phase 
is badly known because generally the X-ray flux is so faint that it is 
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unmeasurable. Two unambiguous detections of soft X-ray transient in quiescence 
have been recently reported however; Aquila X-I with Einstein [Czerny et 
al. 1987); Cen X-4 with Exosat [van Paradijs et al. 1987). The sources were 
detected respectively at the 1034erg/s and 2-4 1033erg/s luminosity level. 
Transient LMXRB are also found in at least two globular clusters: bursts were 
detected in Terzan 5 with Hakucho [Inoue et al. 1984) while Einstein observations 
gave only an upper limit equal to 1034•5erg/s [Hertz and Grindlay 1983b); 
Liller 1 contains the transient rapid burster. The case of NGC 5440 can also 
be tentatively related to these objects: a bright transient source was observed 
[Markert et al. 1 975 ; Forman et al. 1975): later. a weak source [8500 times 
fainter) was detected with the Einstein IPC [at the level LX ~ 1032•8erg/s 
[Hertz and Grindlay 1983b). These observations of NGC 5440 led Hertz and 
Grindlay. 1 983b. to suggest that some of the dim G.C.X.R.B. could be transient 
LMXRB. 

An interesting object also in our context is the transient low mass X-ray binary 
EXO 0748-575 [Parmar et al •• 1985). It was detected on IPC Einstein observations 
at the level L X ~ 1034erg/s for an assumed distance of 10kpc. The nature 
of this low state is unclear: it could correspond to an intrinsic low level X
ray source or alternatively be due to hiding of the central source by the 
accretion disk [as EXO 0748-575 is observed at high inclination). 

With respect to our 47 Tuc investigation. we have to remark that the only 
galactic X-ray sources which have a similar luminosity LX ~ 1034erg/s are 
the LMXRB Aquila X-I in quiescence and EXO 0748-675. 

4.2. The spectral data: 

No very soft component was detected in the X-ray spectrum of the 47 Tuc 
source [see section 2) contrary to the case of U Gem in outburst [Cordova 
and Mason. 1983). 

As to soft X-ray transients in quiescence in Aquila X-I a good fit is obtained 
with a thermal bremsstrahlung with kT-2.7 keY. [Czerny et al. 1 987) very 
simi lar to what we obtain for 47 Tuc. In the model of Hameury et al. (1985) 
for B.X.R.T. however. the quiescent Xray flux has a harder composition [more 
than a few keY). 

In conclusion. the spectrum obtained for the 47 Tuc X-ray source does not 
show characteristic features of either C.V. or LMXRB but is compatible with 
both hypotheses. 

4.3. Periodic pulsations: 

Periodic oscillations similar to those discovered in the 47 Tuc X-ray source 
[section 2.2) are observed in all sub-classes of C. V. [Cordova and Mason. 1 983). 
Periods and degrees of coherence in the same range that we have obtained 
are seen in the optical and soft X-rays [0.1-0.5 keY) I ight curves of BB Cyg. 
U Gem. Am Her and 2A0311-227. This latter object and AE Agr. TT Ari and 
YZ Cnc also sho\'" rapid pulsations at higher [greater than 0.5 keY) X-ray 
energies at periods ranging from g sec to 4 min. These oscillations may last 
for a few cycles or be quasi-periodic or even coherent in many cataclysmic 
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binaries. 

Two LMXRB are known to show periodic X-ray pulsations (Joss and Rappaport 
1984): X 1626-67 and X2259 + 586 ; Her X 1 and GX 1 +4 may be related also 
to th is class of objects (Taam and van den Heuvel. 1986). Nevertheless. in 
the case of these X-ray pulsars. transient behaviour. multiple periods and strong 
modulations are not expected for the pulsations. 

The periodic pulsations discovered in the X-ray data of 47 Tuc are thus a strong 
argument in favour of a C.V. However. since it is now believed that some 
LMXRB can evolve to X-ray pulsar then to rapid radio pulsar (Taam and van 
den Heuvel. 1986; Verbunt 1988) one cannot rule out completely that a LMXRB 
could present the periodic pulsations observed in 47 Tuc. 

4.4. Optical survey: 

C. V. in outburst are about Mv ~ 3 in the galaxy (Warner. 1976). Taking (m
M)v = 13.4 (Hesser et al .. 1987) gives V = 16.4 and U - 16 for a blue object. 
Scaling the optical flux for the brightest 9alactic C.V .. SS Cyg and GK Per 
in outburst. (Cordova and Mason. 1983) to the relative Einstein IPC X-ray 
flux 9ives V = 15.2 and 16.8 respectively. Thus. a bright C.V. in outburst in 
47 Tuc could be detectable with our optical survey. On the other hand. a 
quiescent C.V. at the time of the optical observations should be much fainter 
(Mv - 7) and out of reach for our survey. 

In the case of LMXRB observed at high inclination we could expect the ratio 
LX/Lopt < 1. If we normalize the M 15 X-ray flux to the 47 Tuc X-ray flux. 
assume the same spectrum for both optical counterparts and LX/Lopt = 1 (as 
in the case of 2SD921-630). we find U -16 for 47 Tuc. Such an object is within 
reach of our optical survey. 

At quiescence. the optical spectrum of a soft X-ray transient is expected to 
be dominated by the secondary object i.e. a faint main sequence star. In Cen 
X-4. one K7V star is observed with Mv> + 7.8 (Chevalier et al. 1988) and 
in Aquila X-lone KO V star is observed. with Mv~ 5.9 and U - B > - 0.1 
(Charles et al. 1980). Such objects which are typical of what is expected in 
this case. are obviously out of reach of our optical investigations. 

Thus. if an optical counterpart for the 47 Tuc X-ray source was confirmed. 
it should prove that it is a C.V. or a LMXRB observed at high inclination. 

5. CONCLUSION. 

The periodic X-ray pulsations presented by XDD21.8-7221 in 47 Tuc strongly 
suggest that it is a C.V. However. its position in the core and its luminosity 
would be better fitted by a soft X-ray transient in quiescence. 

The confirmation of a detected optical counterpart should rule out the soft 
X-ray transient hypothesis. On the other hand. the properties of star 9 of our 
optical survey. if confirmed. are quite compatible with what is expected for 
a C.V. New high angular resolution observations of the central region of 47 
Tuc are thus urgently needed. 
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ABSTRACT 
Einstein Observatory IPC and I1RI observations of a serendipitous, variable, X-ray source in the 
galactic plane in Carina are presented. Timing analysis shows the source to have a periodicity P 
N60 msec. The optical identification with the 12.7 mag Wack 21:14 star, suggested by the posi
tional coincidence, is confirmed by spectroscopic observations done at ESO La Silla. The star 
appears to be probably of as type. The X-ray and optical data suggest the discovery of a new bi
nary system where a hot massive star loses mass to a spinning neutron st;!!', which would then be 
the fastest X -ray binary pulsar to date. 
(*)Based on Observation Collected at the European Southern Observatory, La 
Silla, Chile 

INTRODUCTION 
The X-ray investigations of the region of the Galactic plane around I"'" 284 , b = 0 with the Im
aging Proportional Counter (IPC) of the Einstein Satellite (Giacconi et aI, 1979) was originally 
conceived as a search for soft X-ray counterparts of the COS-O galactic gamma-ray source 2CG 
284-00 ( see Bignami and Hermsen, 1983). The X-ray coverage (discussed in Goldwurm et aI., 1987, 
hereafter Pap.J) yielded three serendipitous sources: lEI02I.S-5720 a weak source of probable 
stellar origin, lE[022.2-S730 an extended source coincident with RCW49, and lEI024.0-5732, a 
relatively bright, variable point source tentatively identified in Pap I with Wack 2134, an 
m,,~ 12.7 mag early-type star. 
In what follows, we shall present a detailed analysis of the reprocessed Einstein Observatory ob
servations of this source, as well as results of a first set of optical observations carried out at ESO 
- La Silla which confirm the X -ray source identification and suggest the system to be of the massive 
type containing a young massive star and the fastest X -ray pulsar to date. The properties of this 
new system will be briefly discussed also in view of its distance and absolute luminosity. 

THE X-RAY DATA 
Our soft X-ray data were collected during two (PC observations performed on 1979 July 13 (1700 
sec exposure time) and on [980 July 8 (7600 sec exposure time) and an lIRI observation of 7000 
sec performed on 1980 July 10. The count-rate of lE1024.0-S732 varied significantly between the 
two reprocessed (PC observations. Discovered as a 3.6 xl0 2 count/sec serendipitous source, 
lEI024.0-5732 yielded one year later a total of 450 photons at a rate of (5.92 ± 0.02) xlO- 2 

counts/sec, or 70% higher that the 1979 rate. However, no significant variability was present dur
ing the > 2 hour observation. Inspection of the POSS plates at the fPC position readily excluded 
the possibility of the source being due to coronal emission from a field star. \Vith an /.,/J;pt of 
5xlO' 2 it could possibly be linked to the emission line star Wack 2134 (as suggested by Bertz and 
Grindlay (1984) and in Pap f) marginally compatible with the fPC error circle. The source was 
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subsequently detected with the HRI, albeit at a meagre 6x1() , counts/sec. Direct comparison be
tween the IPC and HRI fluxes on July 1980 is difficult, due to the obvious presence of heavy 
interstellar absorption for this source at 1= 284.5 deg and b = -0.23 deg and to the HRI greater 
response to lower energy photons. Because of its weak flux and of its off-centre location in the 
HRI field, the source was positioned with an 8" uncertainty (instead of the more usual ~ 4") at 
a= IOh 24m 4.35sec, 0= -57 33' 22.7". T11is is compatible with the position of Wack 2134 ( 
a = IOh 24m 5.4sec, 0 = -57 33' 24.0" ), and by itself renders the identification virtually certain. 
As for the source X-ray spectral properties, and the subsequent absolute flux and absorbing col
umn determination, Table I shows how the IPC counts are distributed in energy, for the nominal 
value of the instrumental gain. It is apparent that IEI024.0-5732 is well visible only in 7 energy 
channels, thus making any spectral fitting procedure very difficult and uncertain. Only general re
marks can be made: while the low energy channels are empty hecause of the heavy interstellar 
absorption, the lack of photons for E> 3.5 KeV is significant and suggests a relatively steep 
source spectrum. On the other hand, uncertainty in the instrument's gain also plays a role hecause 
of the off-axis position of the source in the IPC field. Power law-,bremsstrahlung-, and black
body-type fits were tried on the data with no definite conclusion because of the limited number 
of channels available for the fitting as well as uncertainties on Nil and gain. As a result the source 
flux could be anywhere between the extreme cases of (1) several 10 10 erg/em2 sec for a pure ex
ponential fit with Nil = 6x I 022 and kT = .16 Ke V and (2) few I () 11 erg/ em2 sec for a black body 
fit with NH = 2xlOn and kT = .25 KeV or for a power law fit with NI/= 6xl022 and index 3.3. 
Photon arrival time analysis was performed on this source for the 1980 (long) IPC observation. 
Barycentrized arrival times of events within a circle of 15 pixels of the maximum and with energies 
between .5 and 3.5 KeV were used. The FFT power spectrum gave the highest power in the run 
for P = 0.0606928 sec. The 337 photon arrival times' were then folded around such suggested period, 
covering the range from 60.6925 to 60.6932 mscc with < 30 independent steps of ~ 310- Rsee. A 
reduced X2 (9 d.oJ.) of 6.57 was obtained for period 60.69272 ± 0.00006 msec, for the light curve 
shown in fig. I . The chance occurence probability of such light curve is negligible « 10 1 ), even 
when the scanning steps are taken into account. A necessary check on the temporal behaviour of 
an equivalent number of background photons showed a completely flat distribution. Finally, for 
the period value shown in fig. I , the a posteriori check was performed of decreasing the acceptance 
radius for the source photons: while decreasing statistics, this improves the signal to noise ratio. 
Accordingly, the X2 value was seen to reach 7.3 for a radius of 10 pixels (231 photons), with a light 
curve similar to that in fig. I. Periodicity was also searched for in the 1979 observation with neg
ative result, in itself inconclusive owing to the limited number (~40) of available photons. 
In view of the general source characteristics, and in particular of its looking like an X -ray binary, 
it would be reasonable to search [or a period derivative. As mentioned, the few hundred source 
photons were collected during a total instrument active time of 7600 sec, while the total elapsed 
time during the measurement was 15,000 sec. This means that any j>:> lOll sec/sec. would have 
destroyed the photon coherence over the observation. This value thus represents a finn upper 
limit to the system period derivative,if supposed constant during the ohservation. Breaking down 
the observation to search independently for periodicity in separate data sets appeared hopeless, 
since the P value required to show a significant difference in period value between the sets (of less 
than 100 photons each) would be higher than the upper limit quoted above. 

OPTICAL OBSERVATIONS 
Tbe region of the sky containing lElO24.0-5732 was observed on Jan. 30, 1987 with the ES() 
Faint Object Spectrograph and Camera (Dekker and D'Odorico, 1985) at the 3.6m La Silla tele
scope. Pig. 2 shows a lO sec CCO image of the field taken through a V filter, after dark current 
substraction an flat fielding on dome sunlight. The pixel length is 0.675 arcsccs, and the seeing was 
measured at 1.8". Both the IPC and HRI error boxes are shown, the latter being somewhat wider 
than usual ( 8" radius) as mentioned. Down to the plate limit of :> 20 mag., only two objects 
are seen to be compatible with the HRI (and IPq position: Wack 2134 ( m,= 12.67) on the 
eastern side, and a fainter star ( m, = 15.75 ) on the west. The region of the sky, on the galactic 
plane at the Carina longitudes, is very crowded, in spite of the heavy ahsorption. 1\ chance coin-
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cidence is thus probable, even in the HRI error box. Spectra were obtained for all objects brighter 
than m" ~ 16 in the IPC/HR[ error boxes, using the EFOSe Multiple Objccts Spectrograph 
(MOS), with the resolution of 6 A per CCD pixel. While the spectra of the other stars show no 
peculiarities, the spectrum of Wack 2134 deserves attention. The general shape of the spectrum, 
shown in Fig 3, is obviously affected by heavy interstellar absorption, and the B-V value derived 
from continuum integration is 1.48. 
As for spectral lines, first of all one notes the presence of interstellar absorption features, such as 
A = 6284 A, a blend between 6212 and 6104 A, A. = 5890 A (NaD), possibly 'e = 5780/5797 A, 
and A = 4430 A. Unfortunately, for most of these interstellar absorption lines the precise deter
mination of the equivalent widths presents serious problems: 6284 may bc saturated and may need 
a correction for telluric 02' the region around 6200 is a blend impossible to disentangle, the NaD 
and other lines around 5700-5900 are contaminated by the star's emission. On the other hand, a 
good E.W. determination for 4430 is possible, yielding a value of - 4.0 A, or, according to the 
calibration of IIerbing (1975), an fiB-V) = 1.9, and thus A, ~ 6.3 (Herbst, 1975). 
As to the star's emission Hnes, the very strong feature at 4686 can certainly be attributed to Hell 
emission, one of the characteristics of X-ray binaries, and in tlus case a further basis for the iden
tification with the X-ray source. A possible weak NJII (or CIII) at 4640, the possible but weak 
presence of Hel at 5876, and the very weak Pickering Hell lines all favour a spectral type earlier 
than about 05. The very strong Ha emission (the basis for thc Wackerling classification, 1969) 
has a width of > 40 A, very large and possibly due to electron scatteling, or otherwise corre
sponding to a Doppler width of > 2000 Km/sec, and broader emission wings cannot be ruled 
out. On the other hand, the Balmer decrement is high ( Hp y 0 c barely visible, with a possible 
double-peaked structure in H~ ) and in itself would rule agaInst ;\ strong light contribution from 
an accretion disc. Finally, we note that the strong emission feature at 5804 A can be attributed to 
CIV, but, although C[V emission is frequently present in Wolf-Rayet stars, Wack 2134 does not 
show the Hnc pattcrn typical of WR's. Thus, a W-R classification for Wack 2134 remains some
what of an opcn question. 
Tn summary, it appears tempting to classify Wack 2134 as an carly 0 type, at least on the basis 
of the present spectrum, although one should of course use caution when dealing with a star so 
heavily reddened and anyway coupled with a strong X -ray emitter which could perturb its atmos
phere. A classification of this type would also favour a stellar-wind accretion on to the spinning 
neutron star (see the lIa width?) and be consistent with absence of light from an accretion disc, 
which is seldom formed in these systems or which, if present, should he fainter than the star. All 
O-type stars have B-V of ~-0.32, yielding and Ecn V) of 1.8 in nice agreement with value derived 
from the [S lines E.W.'s, in spite of the big uncertainty involved in the F:cn ~1 determination from 
IS lines. 

CONCLUSIONS 
The X-ray and optical data presented abovc definitely support thc association of IE 1024.0-5732 
with Wack 2134. This can best he interpreted with the discovery of a new X-ray hinary, charac
terized by a rapidly spinning neutron star accreting from an 0 (W-R 'I) type primary. Of course, 
no direct evidence of the binary nature of the system is present in the data given above, since, for 
example, only one optical spectrum is available. Moreover, no orbital modulation could be ob
served in the X-ray period; on the other hand our upper limit on a P for the system is certainly 
not very restrictive, owing to the short ohservation and limited photon statistics. One can note that 
the strong variation observed between the two IPC data sets and the ahsence of pulsation in the 
low flux observation (in itself not sigJuficant due to the limited counts) could be consistent with 
the pattern of recurrent outhursts of emission as, e.g. in the case of A0538-66 (Skinner et al 82). 
The latter is a system in the LMC in which a rapidly spinning neutron star (I' ~ 69 msecs) is in 
an eccentric orbit around a massive B star and accretinn only occurs near periastron. The problem 
with IE 1024.0-5732 is that its luminosity is highly uncertain, due to the heavy interstellar absorp
tion. If the A,~ 6.3 value deduced both from the star colors and from the interstellar lines in the 
spectrum is to be trusted, the dereddened apparent magnitude of Wack 2134 is n~. ~ 6.4, while the 
M, of an early O-type is -6, insensitive to the luminosity class (c.g. Allen, 1973). Since, anyway, 
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hot stars much brighter than M, = -6 do not exist, the corrcsponding distance modulus of - 12, 
or 3 kpc, is, in a sense, an upper limit for the distance of IE I024Jl-'i732. In this Carina region 
of thc galactic plane, 2 mag of absorption per kiloparscc are probahly acceptable, also considering 
the prescnce of molecular clouds at least close to the line of sight. Obviously, a bettcr detcrmi
nation of A, is crucial for this star. However, taking 3 kpc as the distance value the X-ray data are 
compatible with a luminosity range, from 1034 ergs! sec to 10](' ergs! sec (0.5 - 3.5 KeV). This 
ample X-ray luminosity range, coupled with thc uncertainty in the optical A, determination, ren
ders very difficult to extract, from the observed fJ.f.pt of 5x 1 0 2• a meaningful Lxi LoPt, which could 
be in the range J04 - 10 2, in agreement with the MXR B data compilation of, C.g., van 
Paradijs, 1983. 
In summary, the system 1E1024.0-5732/Waek 2134 is probably a new X-ray binary of the rarely 
observed type including a fast spinner and a massive early-type star, most likely losing mass 
through stellar wind accretion on thc neutron star companion. It is, at the time of writing, the 
fastcst X-ray (binary) pulsar in the sky, and it obviously dcservcs further X-ray and optical ob
servations, firstly directed to the search for an orbital law of the system. 
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TABLE 1 

Energies (ke V) 
0.03- 0.16 
0.16- 0.32 
0.32- 0.55 
0.55- 0.80 
0.80- 1.07 
1.07- 1.38 
1.38- 1.72 
1.72- 2.13 
2.13- 2.68 
2.68- 3.47 
3.47- 4.44 
4.44- 5.81 
5.81- 7.95 
7.95-10.65 

Net Counts 
-4.5± 5.9 
9.1±6.4 
8.9±6.1 

20.5± 7.7 
36.8± 8.8 
58.2± 8.8 
57.7± 8.2 
42.2± 7.8 
36.4± 6.6 
18.9±6.9 
7.3±6.5 
1.0± 5.6 
2.9± 6.8 

-8.4±6.9 
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Figure I Light curve of IE 1024.0-5732 for the 1980 IPe observation. Photon arrival times are 
folded modulo P = 60.69272 msec. The reduced X2 (9 d.o.f.) is 6.'i7. The pulsed fraction of the 
source is seen to be ~ 50%. 
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Figure 2 The field of IE 1024.0-5732 shown as a V-mter, IO-sec exposure taken with the EFOSC 
at the ESO 3.6m at La Silla. The IPC (30" radius) and the HRI (1'" radius) crror circles are shown. 
The candidate counterpart, Wack 2134 of m, = 12.67 is on thc eastem sidc of the HR I error box. 
North at top, East at Icft. 



W
AC

KE
RL

IN
G 

21
34

 
ES

O
/E

FO
SC

/JA
N

 
30

 
19

B
7 

o o CD
 

-
-
-
,
-
-
-
-
.
-
-
-
-
r
-
-
-
-
-
-
.
-
-
-
-
~
-
-
-
-
-
T
-
·
-
-
-
-
-
'
-
·
·
 
--

--
.,

 ' 
.. 

--
--

',
--

'-
'-

T
 .
-
-
.
 ·
-
-
,
·
·
t
~
-
-
-
~
l
 

t 
i 

0 0 lO
 

-<
 

( 
"'" 0 

.....
.. 

CD
 

N
 

U
) 

cD
 

r--

'* 
>

 
co

 

'* 
h 

U
) 

~
 

u 
(
J
 

.....
.. 

U
J 

0 
...

...
. 

0 
"'" 

U
J

o 
cD

 

~
 
~
 

"'" 
cD

 
W

 
-
C

D
 

~
.
 

<D
 

'* 
H

 
"'" 

c.>
 

H
H

 
0

)
 

,'
, 

lD
 

H
H

 
CD

 
':

0
 

Z
 

<l!
 

r--
U

) 

'""
' 

-
:
t
:
 

U
) 

I 
<f

l 
I 

I 
"'" 

U
l 

U
'\ 

'* 
H

 

'* 
0 

H
 

"J
 

0 
<l!

 
Z

 
O

N
 

:t
: 

'""'
 

.N
"\

J 
I 

I 0 
;:

-
('

1
 

I 
'U

 
:t

: 
"'" 

w
 

:t
: 

"'" 
:t

: 
u:: 

0
1

 
I 

I 
I 

-.
l..

.-
40

00
 

45
00

 
50

00
 

55
00

 
60

00
 

WA
VE

LE
NG

TH
 

[A
l 

Fi
gu

re
 3

 O
pt

ic
al

 s
pe

ct
ru

m
 o

f 
W

ac
k 

21
34

, 
ta

ke
n 

at
 t

he
 3

.6
 m

 F
S

O
 L

a 
Si

lla
. 

R
es

ol
ut

io
n 

is 
6 

A
. 

H
ea

vy
 i

nt
er

st
el

la
r 

re
dd

en
in

g 
an

d 
ab

so
rp

ti
on

 f
ea

tu
re

 a
rc

 a
pp

ar
en

t 
ov

er
 t

he
 s

ta
r 

sp
ec

tr
um

, 
pr

ob
ab

ly
 

of
 0

5
 ty

pe
 (

se
e 

te
xt

) 

Ih
 

~\ 
I 

II 
1 

f 
1 11
\ 

~ 
, 

1 

I
~
 

65
00

 

I: '1 J ~ j 
I 
I 

N
 ~
 



Non-Planckian behaviour of burst spectra: 
dependence of the blackbody radius on the duration of bursts 

ABSTRACT 

E. M. F. Damen 
Astronomical Institute 'Anton Pannekoek' 
Roetersstraat 15 
1018 WB Amsterdam 
The Netherlands 

From a statistical study of X-ray bursts observed with EXOSAT from 
4U/MXB 1636-53 and EXO 0748-67, we find a strong correlation between the 
burst duration and the blackbody temperature of the burst source, as 
measured at 10% of the Eddington flux. In view of the evidence that the 
burst duration depends on the chemical composition of the bursting 
layers, this correlation suggests that deviations of burst spectra from 
a Planck curve depend on the chemical composition of the bursting 
layers. 

1. INTRODUCTION 

The spectra of X-ray bursts can be described reasonably well by a 
blackbody model. However, the emission from atmospheres, dominated by 
electron scattering (as is the case for neutron star surface layers 
during bursts), is expected to deviate substantially from that of a 
blackbody [1, 23]. Detailed knowledge of these deviations is essential 
in attempts to determine the mass-radius relation of neutron stars from 
burst observations [21, 25]: Several authors have published numerical 
models of radiative-equilibrium neutron-star atmospheres, considering 
inelastic electron scattering and free-free and bound-free absorption 
processes [4, 5, 12, 15, 16, 19]. 

Observations of bursts from 4U/MXB 1636-53 and 4U 1608-52 [17] and 
EXO 0748-676 [9] have shown that bursts from a single source sometimes 
show different blackbody radii at the same color temperature. For 
0748-676 a correlation of the blackbody radius with the persistent 
emission has been found [9). 

We here report some results of a time-resolved spectral analysis of 
all X-ray bursts observed with EXOSAT from 1636-53 and 0748-676, 
emphasizing deviations from a blackbody. We find a strong correlation 
between the duration of the burst and the blackbody temperature, as 
measured at a fixed flux level (i.e. the blackbody radius). Possible 
consequences of these results for the determination of the mass-radius 
relation of neutron stars are discussed. 
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2. OBSERVATIONS AND ANALYSIS METHOD 

EXOSAT observations of the low-mass X-ray binaries 4U/lo1XB 1636-53 and 
EXO 0748-676 lasted in total ~180 hours, and ~14 hours, respectively. 60 
X-ray bursts were recorded from 1636-53, and 35 from 0748-676. Two 
bursts from 0748-676 occurred during X-ray eclipse, and have been 
excluded from our analysis. Several bursts have been analyzed and 
described before [9, 10, 14, 20, 22). Using an adapted version of an 
EXOSAT data analysis package developed at the Space Research Laboratory 
in Leiden, we (re-)analyzed all bursts in a uniform way. 

In this analysis, we fitted burst spectra, after subtraction of 
background and persistent emission, with a blackbody model, including a 
low-energy cut off. This fit yields a color temperature kTc ' and a 
bolometric flux Fbol • Details on the analysis method are described in 
[2) • 

3. RESULTS 

Fig. 1 gives the data of three representative bursts from 1636-53 in a 
log Fbol vs log kTc diagram, comparable to a Hertzsprung-Russell 
diagram. Data points from the rising parts of the bursts have been 
excluded from this diagram, since they have large uncertainties in kTc • 
Typical errors at several flux levels are indicated on the left part of 
the diagram. This diagram clearly shows that the cooling tracks can 
differ from burst to burst, and that bursts do not exactly behave like a 
cooling blackbody with a fixed radius (the latter would have a cooling 
track with a slope of value 4, as 

Fig. 1: Diagram of bolometric 
flux vs fitted color 
temperature of three different 
bursts from 1636-53. Clearly, 
th~position and slope of 
cooling tracks can differ for 
bursts from a single source. 
The dashed line is a 
theoretical cooling track for 
a blackbody with a radius of 
10 km at a distance of 10 kpc. 
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indicated by the dashed line). The difference in temperature at the same 
flux level is equivalent to a difference in blackbody radius, according 
to the relation: 

2 
41td Fbol 

Here d is the source distance, Fbol the observed bolometric flux, Rbb 
the blackbody radius, and Tc the fitted color temperature. 

To analyze the differences between bursts in a more quantitative 
way, we made lineair least-square fits to the data points in the 
HR-diagram for each burst separately. We limited these fits to the part 
of the cooling track that is approximately straight for all bursts and 
centered the fits at the 10% Eddington flux level of the sources (the 
Eddington flux, F dd' equals the observed average maximum flux of bursts 

e -8-8 
showing radius expansion, and has the value 6.3 x 10 and 4.0 x 10 

-2 -1 erg cm s for 1636-53 and 0748-676, respectively) The results are 
expressed in the fit parameters: the slope of the fit I: and the value of 
kTc at 10% of the Eddington flux, kTO• 1• 

1636-53 59 bursts 

a 

1.4 

1.2 

1.0 

0.8 b+-t-+-+-+-+-t-+-+-+-+-t-+-+-t"+-t-+-+--t-+-~ 

10 c 

e 
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2 

duration bunt T (.ee) 

1.0 

15 

10 

0748-67 31 bursts 

-+-

d 

10 20 3D 40 50 

duration burst T (lee) 

Fig. 2: (a) and (b): relation between the duration of bursts and the 
fitted aolor temperature at 10% of the Eddington flux in the burst for 
1636-53 (a) and 0748-676 (b); (a) and (d): relation between the duration 
of bursts and the slope of the aooling traak in the HR-diagram for 
1636-53 (a) and 0748-676 (d). See text for more details. 
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We searched for possible correlations of the fit parameters with 
other burst properties, and found that the duration of the bursts • 
(defined as the ratio of total burst fluence over peak flux, ~/Fmax) is 
correlated with kT O• 1• This correlation is displayed in Figs. 2a and 2b 
for 1636-53 and 0748-676, respectively. The correlation is very strong 
in the case of 1636-53, and weaker (but definitely present) in 0748-676. 
The point designated with "T" in Fig. 2a is the triple burst [24], which 
shows three peaks in its bolometric flux profile, probably caused by 
multiple release of energy. Because of this, the burst has a relatively 
long duration but a "normal" cooling track, shifting it to the right in 
the diagram. 

Figs. 2c and 2d show L as a function of • for 1636-53, and 
0748-676, respectively. For 1636-53, there is a clear correlation 
between these two parameters: the average value of the slope increases 
from ~2.5 for bursts with .~7 sec to ~4 for bursts with .~15 sec. The 
latter value (L = 4) equals the value expected for Planck ian spectra. In 
the case of 0748-676, interpretation of the results is difficult, due to 
large error bars on the data points, caused by the fact that most of the 
fits in the HR-diagram are done on only few points (but always more than 
two). Fig. 2d shows no correlation between Land " as in 1636-53. The 
average value of L for all data points for 0748-676 is ~5.5, which drops 
to ~4.5 if we exclude the points with large error bars. 

4. DISCUSSION AND CONCLUSION 

Possible explanations for the correlation of kTO• 1 with. are: 
(i) variable anisotropy of the burst radiation1 (ii) variation in the 
size of the radiating area, and (iii) non-Planckian burst spectra. We 
will discuss each explanation separately: 

i) It is likely that the burst radiation is not isotropic (e.g. [6, 
11]). However, the question is whether the anisotropy is constant 
throughout a burst, and has the same value in every burst. The small 
scatter around the relation between maximum burst flux and waiting time 
for 1636-53 [14], and the presence of a gap in the distribution of burst 
peak fluxes for 1636-53 (related to a difference in Eddington limits for 
hydrogen-rich and hydrogen-poor meterial, see [27]), indicates that 
major variations of the anisotropy probably do not occur. 

ii) The same arguments as above hold for this explanation. A 
variable radiating area would increase the scatter in a diagram of 
maximum burst flux vs waiting time, and would smear the flux gap. 

iii) Apart from the above arguments, the fact that the variations 
in kTO• 1 are correlated with the duration of the bursts indicates that 
they are intrinsic to the burst, and not caused by geometric effects 
outside the neutron star. The most likely cause of the variation in 
kT O• 1 is a variable deviation of burst spectra from a Planckian 
function. 

There is evidence that the burst duration is determined by the 
chemical composition of the flashing layer (see e.g. [7, 26] and 
references therein). Bursts which are due to helium flashes in a 
hydrogen-rich environment, last longer than pure helium bursts, due to 
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the relatively long time scales involved in proton capture processes. 
The shift of position in the HR-diagram of the cooling tracks of long 
bursts, relative to those of short burst, is in qualitative agreement 
with theoretical cooling tracks of hydrogen-rich and hydrogen-poor 
bursts [3]. Our results therefore suggest that it is the variation in 
composition of the flashing layer that chanqes the burst spectrum. For 
this relation to exist there must be mixing between the flashing layer 
and the neutron star atmosphere during bursts. Note however, that the 
variation in kT O• 1 is much larger than can be expected on the basis of 
these models [3]. 

The dependence of the burst spectra on the composition of the 
atmosphere must be taken into account in determinations of the mass
radius relation of neutron stars from observations of X-ray bursts. To 
illustrate this, we show in fig. 3 mass-radius relations for the neutron 
star in 1636-53, based on two bursts from this source. The curves shown 
are the results of calculations using a method described in [21], 
without applying any correction for differences between color 
temperature and effective temperature. 

Our results show that detailed information on model-atmosphere 
parameters (such as chemical composition) is needed before information 
of neutron star properties can be inferred from an interpretation of 
X-ray burst spectra. 
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Fig. 3: Mass-radius relation of the neutron star in 1636-53, based on 
data from a long burst and a short burst (burst 1 and 2, see fig. 1). 
Curves are 1 sigma uncertainty contours, arising from errors on color 
temperature. 
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X-RAY SPECTRAL VARIABILITY OF LOW-MASS X-RAY BINARIES 

Michael R. Garcia 
Harvard-Smithsonian Center for Astrophysics 
60 Garden Street 
Cambridge, MA. 02138, USA 

ABSTRACT. We report on a study of the x-ray spectral variability of 37 low-mass 
x-ray binaries (LMXRB). The sample studied consists of all LMXRB which were 
detected with the EINSTEIN Monitor Proportional Counter (MPC) at greater than 
10 c S-1 . The spectral variability has been studied through the use of Hardness
Intensity Diagrams (HID). The brighter sources often show complicated HID which 
contain 'loops', while the HID of the less bright, bursting sources are much simpler. 
We speculate on the cause of the 'loops' in the HID, and point out that observa
tions of bursts in the brighter sources may help to determine the cause of the loops. 
The spectral variations of some of the bursters indicates that Compton scattering 
mechanisms dominate their x-ray emission. It is shown that the brighter sources 
may have a higher level of radio emission than the bursting sources, indicating that 
additional energy generation mechanisms are operating in the brighter sources, 

1. INTRODUCTION 

Studies of the variability of the X-ray flux in LMXRB have proven to be among 
the most effective methods for advancing our understanding of these sources 
Parsignault and Grindlay (1978) studied the spectral and temporal variation of 
20 LMXRB with data from the ANS satellite. Their main conclusion was that 
the sources could be grouped into two classes showing markedly different spectral 
and temporal behavior. An important distinction between the two classes is that 
the class 1 (brighter) sources show positive correlations of hardness ratio (HR, 
defined as the ratio of counts in a high energy band to those in a lower energy 
band) with intensity, while the class 2 (weaker, and bursting) sources show either 
no correlations or negatively correlated HR variations. Similarly, Ponman (1982) 
studied the spectral variations of 15 LMXRB with data from the Ariel 5 RMC, 
and concluded that the sources can be grouped into 'super-critical' (brighter) and 
'sub-critical' (bursting) classes. Van Paradijs and Lewin (1986) point out that 
these two classification schemes divide the sources into nearly identical groups, 
and that the underlying discriminator appears to be luminosity - the bursting 
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sources have X-ray luminosities (Lx) ....., 1037 erg s-l, and the brighter sources have 
Lx ....., 1038 erg S-l. 

Using data from the Tenma GSPC, Mitsuda (1984) was able to explain why 
the spectra of LMXRB typically harden with increasing counting rate. The spectra 
cannot be represented by a simple one component model, but are adequately de
scribed by a two component model consisting of a soft and a hard component. The 
harder component is more variable, therefore producing the positive correlation of 
HR and intensity typically seen. 

The more complicated looping seen in the HID of some sources, initially in 
Cyg X-2 (Branduardi et al. 1980) and GX5-1 (Mitsuda 1984) remains largely un
explained. The similarity of this behavior to that expected for cataclysmic variables 
(CV, Kylafis and Lamb 1982) lead Branduardi et al. to suggest that Cyg X-2 was 
a CV system. Subsequent measurements of the source luminosity (Cowley, Cramp
ton and Hutchings 1979, McClintock et al. 1984) and the discovery of bursts (Kahn 
and Grindlay 1984) show that it is a LMXRB, not a CV. The observational picture 
has advanced since these initial discoveries, in that we now know these loops are 
relatively common in the brightest sources (Hasinger 1987, Schulz and Hasinger 
1987, Garcia 1987, Schulz, Hasinger and Trumper 1988). However, an understand
ing of the cause of these loops still eludes us. We suggest a possible cause of this 
looping behavior in the next section. 

We have undertaken this study because ~he larger number of sources observed 
with MPC allows us to expand upon the previous studies. The results we have ob
tained are similar to those found by Schulz, Hasinger and Truemper (1988) in their 
study of the EXOSAT data. Additionally, the number of radio fluxes measured 
for LMXRB is now large enough to allow us to search for correlations between the 
radio flux and HID of the sources. 

2. OBSERVATIONS 

The sample includes 157 separate observations of 37 sources, with exposure 
times ranging from""" 1,000 to ....., 70,000 seconds. Due to space limitations, the 
HID are shown here for only a few of the more interesting sources. The observations 
are often interrupted by earth block or SAA entry, rendering a continuous pointing 
into a series of snapshots of the source. A good example is the HR distribution seen 
in GX5-1 (Figure 1): it would appear to be a set of disjoint points, but observations 
of this source by other researchers, and observations of similar sources presented 
here (i.e., GX340+0, Figure 1) assure us that the points can be connected in a 
smooth fashion. 

Two hardness ratios have been used: a soft hardness ratio, defined as the ratio of 
the source counts in the 3.5-7.0 ke V /1.2-2.4 ke V band passes , and a hard hardness 
ratio, defined as the source counts in the 10.2-20.0 keV/3.5-7.0 keY bandpasses. 
These values are plotted vs. total 1.2-20.0 ke V counting rate, producing the HID 
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The HID are shown for four of the brighter sources; GX5-1, GX17+2, GX349+2, and 
GX340+0. In each case the 'soft' HID is presented above the 'hard' HID, and typical 
errors in the HR are shown. The top axis is luminosity in units of 1038 erg s-l. Loops 
in the upper right of the hard HID are evident in GX5-1, GX17 +2, and GX340+0, while 
a loop is visible in the lower left in the hard HID of GX349+2. In order to calculate the 
luminosities we have assumed that GX5-1, GX340+0, and GX349+2 are at the galactic 
center, which we take to be 7.0 kpc distant (Ebisuzaki, Hanawa, and Sugimoto 1984). 
We have assumed GX17+2 is at the 7.5 kpc distance derived from its burst luminosity 
(Ebisuzaki, Hanawa, and Sugimoto 1984). 
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for each source. The use of two somewhat independent energy bands for the hard
ness ratios allows both an investigation of the spectral changes over the entire 
1-20 keY range, and a determination of the sensitivity of the HID to the chosen 
energy bands. The source counts are sumIT',::d in 51.2 second blocks (= 20 read
outs) in order to improve the statistical accuracy. 

2.1 The Brighter Sources 

A few of the more interesting HID are shown in Figure 1. These HID appear 
different from those presented by Schulz and Hasinger (1987) in that they are 
interrupted by gaps due to earth block and SAA entrance. However, we know from 
the continuous EXOSAT observations (Schulz and Hasinger 1987) that the sources 
move smoothly along these HID. The HID in three of the sources in Figure 1 
(GX5-1, GXI7+2, and GX340+0) show two distinct regions, one at higher, nearly 
constant hardness ratio (the Horizontal Branch or HB)j and a second at lower, 
varying hardness ratio (the Normal Branch or NB). The branches meet to form 
a loop in the upper right of the HID. The fourth source in Figure 1 (GX349+2) 
has a HID nearly identical to that of Sco X-I as seen with EXOSAT (Priedhorsky 
et al. 1986). Both ofthese sources have a loop in the HID at the lower left. A dose 
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Figure 2: 
This HID of GX340+0 has been further smoothed (in time) in order to show the source 
variations more clearly. What appears to be a single normal branch in Figure 1 is seen 
here (in the lower part of this diagram) to be two branches which connect at the lower left, 
one at nearly constant HR, and the other with HR increasing with counting rate. If this 
latter branch is extended it would meet the HB in the upper right. These three branches 
for a Z-like curve in the HID. 
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look at the HID for GX340+0 (Figure 2) shows that a single source can show both 
loops in the upper right and lower left, therefore forming a Z-like structure in the 
HID. The observation of this Z-like structure in GX340+0, and also in Cyg X-2, 
Sco X-I, GX17+2 (Schulz, Hasinger, and Truemper 1988) suggests that all sources 
form this Z, but we often observe only one section of it. As the loops on the upper 
right of the HID appear more common, we will concentrate on the interpretation 
of them in what follows. 

As was mentioned earlier, the cause of these loops is not known. Currently, 
even the direction in which the mass transfer rate (M) varies as the source moves 
along the HID is not known. However, it is tempting to assume that M varies 
monotonically along the loop, as the sources always move smoothly along the HID, 
never jumping directly from one branch to another. Assuming that the variation 
is monotonic, then the x-ray luminosity and M must be anti-correlated along one 
(or two) of the branches. We suggest that it may be possible to determine the 
variation of M through the observations of x-ray bursts which infrequently occur 
in these sources. 

Several bursts, at least one of which has been identified as a Type 1 burst 
(Sztajno et al. 1985), have been seen to occur in GX17+2. Two of these bursts 
occurred when the source was at the lowest count rate section of the normal branch 
(Kahn and Grindlay 1984, Sztajno et al. 1985), and the third occurred when the 
source was at an intermediate count rate but still on the normal branch. If the 
steady state models of type 1 x-ray bursts are applicable (Ayasli and Joss 1982) 
then the occurrence of bursts on the normal branch implies that M must have 
temporarily fallen bdow the level above which nuclear burning proceeds smoothly 
(rv 5 X 10-7 Me/year). This implies that M must be lowest at the bottom of the NB, 
must increase up the NB and increase further as the source moves to the left along 
the HB of the HID. The mass transfer rate and x-ray luminosity would then be anti
correlated along the horizontal branch. This presents a problem for magnetospheric 
'beat-frequency' models of Quasi-Periodic Oscillations (QPO; Alpar and Shaham 
1985, Lamb et al. 1985), as they are based on the assumption that M and the 
x-ray luminosity are correlated on the HB (which is where the rapid QPO occur). 

We tentatively suggest that the loop in the upper right of the HID occurs when 
M reaches the value corresponding to Eddington limited accretion. Given the 
uncertainties in the distances to these sources, the luminosity at the upper right 
corner the HID is consistent with that expected for Eddington limited accretion 
onto a 1.4 Meneutron star (see Figure 1). The further increase in mass transfer 
rate along the HB may therefore naturally lead to a decrease in the observed X
ray luminosity if the mass which cannot accrete blocks our view of the central 
source. This picture bears some similarities to the models for QPO on the HB by 
van der l<lis et al. (1987) and Boyle, Fabian and Guilbert (1986), which postulate 
that intermittent obscuration of the central source causes the QPO. However, these 
models do not assume the mass transfer rate to be above Eddington on the HB. 
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We must point out two problems with the above picture. The first is a lack of 
statistics (we have considered only 3 bursts from GXI7+2) and the second is the 
uncertain applicability of the steady-state model for x-ray bursts. The statistics 
on the number of relevant bursts can be improved by analysis of additional obser
vations of G X17 + 2 (Tawara eta I. 1984) or by analysis of observations of other 
bright LMXRB which occasionally burst (i.e., Cir X-I, 4UI820-30, and 4UI705-44). 
As the luminosity, and by inference M, of the bright LMXRB can vary by large 
factors, the steady state model of x-ray bursts may not be applicable. However, 
application of the non-steady state model of x-ray bursts (Fushiki and Lamb 1987) 
should allow us to determine if the steady state model is correct in predicting that 
M is lower on the HB. 

2.2 The Bursters. 

In Figure 3 the HID for four of the less luminous sources are shown. It is 
immediately apparent that these HID are much simpler than those in Figure 1. 
Note that the statistics are still good enough that the looping behavior seen in 
the brighter sources could be seen here if it existed. In general, most of these 
sources show positive correlations of the HR with luminosity, in agreement with 
previous work. A few sources, most notably 4U1636-536 (Breedon et al. 1986) 
and in 4U1735-44 (Smale et al. 1986) have previously been seen to show negative 
correlations, which have been interpreted as being .due to Compton cooling. The 
four sources show in Figure 3 show this unusual negative correlation of HR with 
intensity. 

The negative correlation is most pronounced in the hard HID. At lower energies 
the typical positive correlation is still seen. This sort of spectral variation requires 
that the spectrum must inflect - that is, the count rate must increase at medium 
energies, and at the same time drop at the highest and lowest energies. In addition, 
a simpler behavior, that is only a drop in the count rate at high energies, is also 
seen at times (i.e., in some of the observations of 4U1636-536 shown in Figure 3). 

These rather complex variations can be produced with a remarkably simple 
model - one of a source whose emission is dominated by Compton scattering pro
cesses. By fitting models to the observed spectrum we can determine the Compton 
parameter y, the gas temperature kT, and the electron scattering optical depth 
TeB • The variations seen in GX3+1 can be interpreted as due to an increase in y 
and a decrease in kT. The behavior of 4UI636-536, GX339-4, and 4U1630-472 can 
be modeled with (at times) a simple drop in kT with y nearly fixed, and at other 
times as a drop in both kT and y. The gas temperature for these sources is found 
to range from 1 to 3 kev, the Compton parameter from 0.5 to 5, and the electron 
scattering depth from 5 to 20. By requiring that other emission mechanisms -
most importantly thermal bremsstrahlung - do not contribute substantially to 
the X-ray flux, we can set limits on the size and density of the emitting region (c.f. 
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The HID are shown for four of the less bright, or bursting sources; 4U1636-53, GX339-4, 
4U1630-47, GX3+L In each case the 'soft' HID is presented above the 'hard' HID, and 
typical errors in the HR are shown_ These HID are clearly simpler than those shown in 
Figure 1. While GX3+1 is usually not considered a bursting source, it did burst and was 
at a lower than average luminosity during the MPC observations_ The distances used for 
the luminosity calculations are: 4U1636-53, 6_1 kpcj GX3+1, 5.9 kpc (Ebisuzaki, Hanawa 
and Sugimoto 1984); 4U1630-472, 7.0 kpc (assumed to be at the galactic center); GX339-4, 
4_0 kpc (Maejima et al_1984, Doxsey et al_1979, Grindlay 1979). 
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Breedon et al. 1986). 'When this is done, we find that the scale height must be 
larger than the thermal scale height of gas near the neutron star, implying that 
the material is out flowing in a wind, or (perhaps more likely) that it is above the 
accretion disk. 

It is curious that the timescale on which these negative correlations are seen to 
occur is rather long. Within individual several thousand second observations (for 
example of GX3+1) the HR is correlated with intensity, but when the three obser
vation of G X3+ 1 are considered together (they are separated by 1 week and 1 year) 
the HR is seen to be negatively correlated with intensity. The observed timescale 
for what we assume to be Compton cooling is therefore very long compared to the 
timescale for Compton cooling of the corona surrounding a neutron star (Guilbert, 
Fabian and Ross 1982). It would seem that the temperature of the gas is regulated 
by mechanisms which change only on long timescales - and therefore it is not 
regulated by Compton heating and cooling mechanisms. 

3. RADIO EMISSION. 

Where radio emission from LMXRB has been well studied, most notably in 
Cyg X-2, GXI3+1, and Sco X-I, the emission is non-thermal and most likely due 
to synchrotron emission from relativistic electrons. By studying the radio emission 
and its relation to other source properties we may learn what mechanisms generate 
the relativistic electrons necessary to power the synchrotron sources. 

We wish to ask the question 'is there any difference in the radio emission of 
the brightest and less bright LMXRB?' Obviously they are different in their x-ray 
spectral behavior as we have just seen that the brighter ones show loops in the 
HIDs and also QPOs, which the less bright ones do not show. The brightest ones 
are also often detected at radio wavelengths - Figure 4 shows the ratio of the 
radio to x-ray flux (Fr/F x) for these brightest sources and also for the less bright 
sources. The edge on system 4U1916-05 has anomalously high Fr/Fx (presumably 
because it has anomalously low F x), and so has been excluded. 

Using the method of detection and bounds (Avni et al. 1980) we can construct 
the most likely luminosity function of Fr/F x for the bright sources, and then ask 
what is the probability of drawing each of the upper limits measured for the less 
bright x-ray sources from this luminosity function. This probability is 1.4%, indi
cating that the ratio of radio to x-ray flux is substantially higher in the brighter 
sources. 

This enhanced radio emission may relate to the presence of QPO in these 
sources. If the magnetospheric models of QPO are correct in their prediction that 
the neutron stars in the bright sources have weak but non-negligible magnetic fields, 
then shearing of this magnetic field at the Alfen radius may generate the relativis
tic particles necessary to power the synchrotron radio source. Such an explanation 
for the radio emission of Sco X-I has previously been suggested (Priedhorsky 1986). 
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Figure 4: 
Histograms of the ratio of radio to x-ray flux for the brighter and less-bright sources 
are shown. Hashed areas indicate upper limits. The radio flux measurements have been 
taken from the literature, predominately from Geldzahler (1983) and Grindlay and Seaquist 
(1984). The x-ray flux is that measured with the MPC. 
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FRACTAL AND CHAOTIC TIME VARIATION IN CYGNUS X-I 

S. Kitamoto and S. Miyamoto 
Department of Physics, Faculty of Science, 
Osaka University 
1-1, Machikaneyama-cho, Toyonaka, Osaka, 560, Japan 

ABSTRACT. The large area proportional counters onboard Ginga 
enabled us to investigate detailed time variability of a black hole 
candidate; Cyg X-I. Complex cross spectrum analysis between the 
fluxes in two different energy X-ray bands of Cyg X-I indicates 
that the delay time of the high energy X-rays (15.8-24.4 keV) with 
respect to the low energy X-rays (1.2-5.7 keY) strongly depends on 
the frequency. The delay time of the high energy X-rays is about 2 
msec at the period of about 0.01 sec and it increases almost 
linearly to several sec at the period of around 300 sec. 
Furthermore, it becomes negative at periods of several tens sec. 
Power spectral density analysis and variation function analysis 
show the larger time variation of the high energy X-rays compared 
to the soft X-rays, in the shorter time scale less than about 10 
msec. These results can not be explained by the inverse Compton 
scattering model of Cyg X-I. which has been considered to be the 
mechanism that produces the high energy X-rays. 

1. INTRODUCTION 

Cyg X-I is one of the black hole candidates. One of the 
characteristics of this source is the rapid and chaotic time 
variation in its intensity (e.g. Oda, 1977; Liang and Nolan, 1984). 
The origin, however, is not yet known. The power spectral density 
function (hereafter power spectrum) of this source is roughly l/f 
noise between 10-1 Hz and greater than 101 Hz (Nolan, 1981). Such 
l/f power spectrum extended wide frequency range is unique in the 
galactic X-ray sources. The power law shape of the power spectrum 
means that the time variation has no characteristic time scale, or 
in other word, the time variation is self similar for the change of 
the time scale. It is interesting to study that to how much 
frequency the l/f power spectrum extend. 

For the X-ray energy spectrum of Cyg X-I, there is a model 
that high energy X-rays from Cyg X-I are the result of inverse 
Compton scattering of low energy photons by a high temperature 
plasma situated at the central part of the accretion disk (Shapiro 
et al. 1976; Katz, 1976; Sunyaev and Trumper, 1979). If this 
inverse Compton scattering model is correct, high energy X-rays are 
expected to be delayed with respect to the low energy X-rays due to 
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the scattering. To confirm this, several people (Brinkman et al. 
1978: Weisskopf et al. 1975: Priedhorsky et al. 1979; ~olan et al. 
1981: Page et al. 1981: Page, 1985) se~rched for the delay time 
using cross correlation methods. Page pt al.(198l) found a high 
energy X-ray lag time of 7.5 msec between X-rays of 3-40 keY and 1-
3 keY during the high state. Page (1985) also reported a hard X
ray lag time of about 6 msec between 5-14 keY and 2-5 keY X-rays in 
the low state. These lag times are very important to test the 
inverse Compton model and to estimate the size of the hot plasma. 
However, Ogawara et al. (1977) reported that the high energy X-rays 
in the range 10-25 keY have a larger variation in the time range 
less than about 5 msec than the low energy X-rays. This result is 
hardly explained by the inverse Compton model like ~hat proposed by 
Sunyaev and Trumper (1979). Therefore, the reinvestigation of the 
short time variability and the hard X-ray delay time are important 
to test the inverse Compton model. 

In this paper, we report the result of the analysis of good 
statistical data obtained with the large area proportional counters 
onboard Ginga. The power spectrum analysis will be described in 
section 3. The amount of the short time variability will be 
presented in section 4. In section 5, the high energy time delay 
will be shown. Discussion about the inverse Compton model will be 
in section 6. 

2.0BSERVATION 

Observations were made from August 5, 1987 to August 8, 1987 by 
large area proportional counters (Turner et al. 1988) onboard Ginga 
(Makino, 1987). On August 5, the observation was made with high 
time resolution (PC) mode to investigate short time variability of 
Cyg X-I. The observed energy ranges (time resolutions) were 1.2-
5.7 keY (1 msec), 5.7-24.4 keY (2 msec), 1.2-15.7 keY (1 msec), and 
15.8-24.4 keY (2 msec). The effective area of each energy bands 
was 2000 cm2 . On August 6 to 8, the observations were made in the 
\lPC-:3 mode, which had twelve energy channels for 1.2-37 keV, and 
the time resolution of 8 msec. The effective area was 4000 cm2 . 

This report is based on the PC mode observations on August 5 
and the ~PC-3 mode observations on August 6. Data observed after 
~ugust 7 are not included in this analysis, because these include 
data of the absorption dip phenomena, which are known to occur 
frequently at orbital phase of 0.9-1.0 in Cyg X-1 (e.g. Kitamoto et 
al. lD84). The orbital phase on August 5 and 6 are 0.6 and 0.8, 
respectively. During the observation, Cyg X-I was in its low 
state. 

3. POWER SPECTRUII'l 

Figure 1 shows the power spectra of the data obtained on August iJ, 

in the energy range 1.2-5.8 keY and 15.7-24.4 keY as a function of 
the period, over the period range from 4 msec to 64 sec. The 
contributions of the Poisson noise are removed. Both power spectra 
show clear bend at around 8 sec period. In the longer period 
re~ion, the power spectra are approximately flat. However, in the 
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Figure 1. Power spectra of the data obtained on August 5, 
energy range 1.2-5.8 keY (a) and 15.7-24.4 keY (b) over the 
range from 4 msec to 64 sec. 
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in the 
period 

shorter period region, one can see a difference between the two 
power spectra. The power spectrum of high energy band appears to 
follow a power law with an exponent of about -1.1±0.2. On the 
other hand. the low energy band shows more steep exponent and a 
small bend at a period of around 0.1 sec. The exponent in the 
range between periods 6 sec and 0.1 sec is about -1.15 ± 0.15, and 
that in the range less than 0.1 sec is about -1.9 ± 0.1. The power 
spectra of the data on August 6 also show similar dependence on the 
period. 

4.VARIATION FUNCTION 

To investigate the amount of the variation and the characteristic 
time scale of the variation. the variation function introduced by 
Ogawara et al.(1977) is useful. The variation function is defined 
as 
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T) (/':,. T) = (a 2_<0»112/«0>-8), 

where <0> is the mean value of the time sequence data with /':,. T bin, 
B is the background count for /':,. T bin, and a is the standard 
deviation of the time sequence data. The variation function is a 
function of the time bin width, /':,.T, and it is recognized as a 
ratio of the standard deviation of the source flux minus the 
contribution of the Poisson statistics noise to the source flux. 
The variation function on the time bin width /':,. T contains all the 
longer time scale variation than /':,. T. Therefore, the variation 
function will exhibit a significant slope over time ranges 
corresponding to the characteristic time scale involved in the 
variability. 

Figure 2 shows the variation functions of the 4 energy bands 
in the time range between 2 msec and 40 sec. For times longer than 
about 20 msec, higher energy bands have smaller variation, but in 
the range shorter than about 10 msec, the highest energy band has 
the largest variation. This is consistent to the result of the 
power spectrum analysis, where the power spectrum of the high 
energy band, in the small period range, has a small exponent in 
contrast with the large exponent of that of the low energy band. 
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Figure 2. Variation functions of 4 energy bands in the range 
between 2 msec and 40 sec. 
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5.TIME DELAY IN HIGH ENERGY X-RAYS 

To get the delay time between various energy bands. first. cross 
correlation functions are calculated between the energy bands of 
1.2-5.7 keY and 15.8-24.4 keY with 2 msec bin. We find an 
asymmetric cross correlation. where the high energy X-ray delay 
direction has larger fall time. In other word. high energy X-rays 
are delayed. However. the displacement of the correlation peak is 
consistent with O. and its upper limit is less than 5 msec. 
Therefore. the displacement of the correlation peak is not a good 
parameter to represent the time delay of the high energy X-rays. 
The fall times are also not good parameters. because the shape of 
the cross correlation is not exactly an exponzntial shape. 

Therefore. we use the cross spectrum analysis. which was 
applied to investigate the time delays between different energy 
bands of the QPO sources by van der Klis et al.(1987). The time 
lag calculated from cross spectrum of 15.8-24.4 keY band from 1.2-
5.7 keY band of the data obtained in August 5 are shown in figure 
3. The hard X-ray delay time between 1.2-5.7 keY and 15.8-24.4 keY 
X-rays is about 2 msec at the period of about 0.01 sec. and it 
increases almost linearly up to several sec at the periods of 
around 300 sec. However. in the period region around 50 sec. soft 
X-ray lags appear. 
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Figure 3. The phase dependent delay time of the hard X-rays (15.8-
24.4 keY) from the soft X-rays (1.2-5.7 keY) of PC mode (August 5) 
data. Filled circles are those of negative values (soft X-ray 
lag). The expected delay time. from the inverse Compton model. 
between X-rays of energies of 3.5 keY and 20 keY are also shown A 
where we assumed that "es=5. kT=27 keV. Ne was 1016 and 1017 cm-" 
and the initial photon energy was assumed to be 100 eV. The 
parameters except for Ne are those proposed by Sunyaev and 
Trumper (1979) . 
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Figure 4. The energy dependence of the hard X-ray lag time. The 
data on August 6 (MPC-3 mode) were used. The lag times are 
averaged over the certain period band, shown in the figures. 

To check the energy dependence of the hard X-ray lag time, 
using the data from August 6, the lag times of three energy bands 
relative to the energy band 1.2- 4.6 keY, are shown in figure 4. 
The time lag occurs over the complete energy band of the 
observation, in the range from several tens m sec to about tens 
sec. In other word, the higher the X-ray energy is, the larger the 
lag time is, in that period range. 

6.DISCUSSION 

The power spectrum of the high energy band shows a bend at about 8 
sec period and follows a power law with an exponent of about -1.0, 
in higher frequency region. These results are similar to those 
reported by Nolan et al.(198l), although the frequency of the bend 
is slightly different. Nolan et al.(198l) reported that the bend 
is at a period of about 20 sec, in the energy range between 11 kev 
and 137 keY. Therefore, the difference between the bend 
frequencies may be due to the energy differences. 

However, in low energy band, the power spectrum is steeper 
than that of high energy band. Furthermore, it shows a knee at 
around 0.1 sec period. This result means that Cyg X-I has a 
characteristic time scale around 0.1 sec, in the low energy X-ray 
production mechanism, as well as the time scale of about 8 sec as 
observed at high energies. 

We must address the question of how we are able to obtain such 



273 

time scales. The knee of the power spectrum of an exponential 
shot noise process occurs at several times the period of the decay 
time. However, a shot noise process with constant exponential decay 
time results in a power spectrum with f- 2 dependence which is not 
observed, Therefore we need to consider more sophisticated shot 
noise models, for example, a bimodial distribution of shot time 
scale, etc. (Meekins et al.1984). Indeed, if we introduce the two 
type of the shot, with the decay time of 2 sec and 0.1 sec, we can 
simulate the power spectrum observed in the low energy band. But, 
since this model only explains the shape of it, the consistency to 
other observational results and the physical meanings of this shot 
model should be studied, in future work. 

In the variation function analysis, we reconfirm the result 
reported by Ogawara et al.(1977), where the variability of the high 
energy X-ray band, on the time scale less than about 5 msec, is 
larger than that of the low energy band. This result is 
inconsistent with standard inverse Compton model (Shapiro et al. 
1976; Katz, 1976; Sunyaev and Trumper, 1979), excepting special 
cases, for example, where a hot plasma varies in its size, density 
or temperature, on the time scale of m sec. In this case, the size 
of this plasma should be less than about 108 cm. 

The frequency dependent hard X-ray lag time is also hard to 
explain by the inverse Compton model, though the energy dependence 
of the lag time favors this model. Sunyaev and Titarchuk (1980) 
and Payne (1980) analytically computed the radiation transfer in 
the plasma. Assuming a spherical hot plasma of a temperature T, 
Payne(1980) derived the time after an instantaneous input of soft 
photons of energy EO to reach maximum intensity, at a given energy 
E. Using their result, we can derive the difference time, tdiff, 
between the maximum fluxes of the energy E1 and E2 as, 

tdiff - (1/2)((9/4)+(4a/y)-l/2 
(In(EI/E2) )/( (kT/mec2)Ne IT c), 

where a is the geometry dependent factor wi th a value of few, me 
is the mass of electron, Ne is the electron number density, IT is 
the Thomson scattering cross section, and y=(4kT/me c 2 ) '" 2, where '" 
is the electron scattering optical depth. After flux maximum is 
reached, it decreases exponentially with an energy independent 
decay time constant of - 3R IT es l ( n: 2c ), where R is the radius of 
the hot plasma. As this decay time constant is independent of the 
X-ray energy, the delay time between X-rays of different energy 
bands is mainly determined by tdiff value given above. Thus it is 
expected that the delay time is similar in value for all 
frequencies (period). We simulated the dependence of the delay time 
on the frequency using Payne's result and found that the delay time 
is really almost constant with frequencies as shown in figure 3. 

Thus the observed large dependence of the delay time on 
frequencies should be due to mechanisms other than the inverse 
Compton scattering, for instance, the temperature evolution of the 
shot process. 

It is possible that the delay time of 2 msec at periods less 
than 0.1 sec is due to the inverse Compton scattering. In this 
case, however, the optical depth of the hot plasma should be less 
than about 1. Otherwise, the large part of the high energy X-rays 
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are produced by the scattering in the hot plasma, which do not 
remember the initial delay time relationship because of the various 
path lengths and the various energy exchange rates. 

The soft X-ray lag appeared around several tens periods might 
occur when the X-ray emitting plasma is cooling down. Some reverse 
wave from the inner part of the disk to the outer part may cause 
the soft X-ray lag. The period, where soft X-ray lag occurs. may 
relate to the scale of a special disk region. 

7.CONCLUSION 

We studied the short term variation in Cyg X-I. The power spectrum 
indicates that Cyg X-I has a characteristic time scale around 0.1 
sec in the low energy X-ray production mechanism, as well as the 
time scale of about 8 sec as observed at high energies. 

Power spectral density analysis and variation function 
analysis show the larger time variation of the high energy X-rays 
compared to the soft X-rays, in the shorter time scale less than 
about 10 msec. Complex cross spectrum analysis between the 
fluxes in two different energy X-ray bands of Cyg X-I indicates that 
the delay time of the high energy X-rays (15.8-24.4 keV) with 
respect to the low energy X-rays (1.2-5.7 keV) strongly depends on 
the frequency. The delay time of the high energy X-rays is about 2 
msec at the period of about 0.01 sec and it increases almost 
linearly to several sec at the period of around 300 sec. 
Furthermore, it becomes negative at periods of several tens sec. 
These results can not be explained by the inverse Compton 
scattering model of Cyg X-I. 

Authors wish to thank all the members of the Ginga team. They 
also wish to acknowledge Miss Seiko Mizobuchi for her help to make 
the simUlation calculation of the delay time. They also thank Dr. 
D. Roussel-Dupre of Los Alamos National Laboratory for her valuable 
comments. 
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ANALYSIS OF THE OPTICAL ORBITAL LIGHTCURVE OF THE BLACK HOLE CANDIDATE 
LMC X-3 

L. M. Kuiper 
Laboratory for Space Research Leiden 
P.O. Box 9504 
2300 RA Leiden 
The Netherlands 

ABSTRACT. The optical orbital lightcurve of the X-ray binary LMC X-3 
is used to determine relevant system parameters, especially the mass 
of the compact object. The used model comprises: 

- ellipsoidal variations. 
- X-ray heating of the companion star. 
- effects of the presence of an accretion disk. 

Within the framework of this model it is found that the mass of the 
compact object in this system is in the range: (4.5 - 6.5)(d/50 kpc)Me. 
Also the effects of varying the mass function, the geometry of the 
X-ray emitting region and the accretion disk filling factor on the 
lower limit of the mass of the compact object have been investigated. 
We conclude that the compact object in this system is likely a black 
hole. 

1. INTRODUCTION 

The X-ray source LMC X-3 has been discovered during a survey with the 
UHURU-satellite (1). From its optical identification (2) it turned 
out that the optical companion (the primary) is a B3V star with 

Kept = 235 ± 11 km/s and Porb = 1d.7 
The corresponding mass function for the compact object in this system, 

suggests that this source is a good candidate for a black hole with a 
mass in the stellar range (qx = mx/mopt is the mass ratio, i is the 
inclination angle). The X-ray source does not exhibit eclipses and 
does not pulsate. So, unfortunately, we are not dealing with a pulsar 
in an orbit around a companion, in which case we could determine the 
mass ratio ~ and, in the case of eclipses, also the inclination 
angle i. 

Recently a good-quality optical orbital lightcurve has become 
available ( 3 ) which in principle incorporates the necessary 
information. The optical orbital lightcurve (in the symmetric folding 
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case), derived from measurements contemporary to EXOSAT X-ray observa
tions, has the following characteristics (cf. (3»: 

ADO 
ADS 

0.157 (5) 
0.147 (6) 

(amplitude at phase 0.0) 
(amplitude at phase 0.5) 

Orbital phase 0.0 is defined when the compact object is behind the 
optical companion seen by a distant observer. The double wave shape of 
the lightcurve indicates a significant contribution of ellipsoidal 
variations. The near equality of both amplitudes and the large X-ray 
flux/ optical flux ratio, Fx/Fopt = 50 - 100, suggests that X-ray 
shielding by a thick accretion disk is important (4). 

In order to determine qx, i we studied the optical orbital 
lightcurve using a theoretical model comprising: 

the rotationally and tidally distorted primary and its 
inhomogeneous flux distribution. 

- X-ray heating of the primary. 
- the presence of an accretion disk. 

The model parameters needed as input for our lightcurve synthesis 
program are chosen to be consistent with all observational properties 
of LMC X-3. The requirement that the theoretical lightcurves match the 
observational one (especially the amplitudes) can be translated into a 
constrain on the compact object mass. 

In section 2 an outline is given of the model and the choice of 
the model parameters. In section 3 the results are presented and, 
finally, the conclusions of this study are given in section 4. For a 
more detailed description I refer to (14). 

2. THE MODEL AND MODEL PARAMETERS 

2.1. The model 

The shape of the optical 
rotationally distorted star, 

companion is that of a tidally and 
determined by the potential parameter 

where the subscript crit means critical Roche-lobe. The flux of each 
surface element of the primary in absence of X-ray heating is given by 
Von Zeipels theorem: 

Frad ex geff with geff = I \j r2 crit I 
Furthermore, the accretion disk is considered to be a flat cylinder 
with the upper- and lower plane symmetric and parallel to the orbital 
plane, radiating uniformly and isotropically like a blackbody with 
mean effective temperature Td' The cylinder is described by a radius, 
rd, and thickness, y , expressed as follows: 
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rd = Cl..rl (CIx), 6'= arctan (Ho/rd), 

in which HO is the height above the orbital plane. Both, HO and 
rd are in unit semi-major axis a1 Cl. is the disk Roche-lobe filling 
factor and rl (CIx) is the mean radius of the Roche-lobe (13). 

Primary elements which are visible from the compact object can be 
X-ray heated. A fraction (1 - nx) of the infalling X-ray radiation is 
absorbed and re-emitted as lower energy fotons (i.e. deep heating 
approximation (5». For the X-ray albedo n x I took: 

0.3 <nx < 0.5 ( cf. ( 6 ), ( 7 » . 

In this study I will consider two types of geometries of the 
X-ray emitting region near the compact object. 

- spherical emitting region. 
- flat emitting region, expected to be important 

in the case of a black hole accretion disk. 
The effects of an accretion disk can be summarized as follows: 

- it acts as an additional lightsource. 
- it casts an X-ray shadow on the primary. 
- possible occurence of mutual eclipses. 

The flux calculation is carried out each 1/20 th orbital phase and 
consists in adding the flux contributions from both primary and 
accretion disk elements which are visible from a distant observer 
(taking into account possible mutual eclipses). 

2.2. The model parameters 

The input parameters for a lightcurve calculation are: 
- the bolometric luminosity of the primary Lopt 
- the mass of the primary ffiopt 
- the 
- the 
- the 
- the 
- the 

mass ratio qx 
inclination angle i 
X-ray albedo n x 
disk thickneSs X 
mean disk effectlve 

- the X-ray luminosity Lx 
temperature TO 

- the disk Roche-lobe filling factor Cl. 
the choice of the geometry of the X-ray emitting region. 

mx' qx and i are related by the mass function fx (mx' CIx' i). 
The parameters y, nx and Cl. are "free" within reasonable ranges: 

0 0 < y < 20 0 1 0.3 < n x < 0.51 0.8 < Cl. < 1 (cf. 8). 

The other parameters are constrained by observations. 
The mass of a Roche-lobe filling primary can be determined using 

Keplers' formula and a formula derived by Paczynski (9) appropriate 
for CIx > 1 (qopt < 1 ) : 

Mopt = 4.n2.34·Ropt3/(23.G,Porb2), 
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with G the gravitational constant, Rapt the mean primary radius, and 
Porb the orbital period. 
Rapt can be determined from its absolute magnitude (needed is the 
apparent visual magnitude Vo = 17.32 and distance d = 40/50/60 kpc) 
and a relation between surface brightness and intrinsic coluor index 
B-V (10). So, for each assumed distance we get different mopt ranges. 
For fixed mopt and chosen inclination i the mass function determines 
qx. The bolometric luminosity Lopt is determined using: 

Required are Vo , d, spectral type, Bolometric correction B.C (Teff) 
and the assumption of Roche-lobe filling. The X-ray luminosity Lx 
follows from the measured X-ray flux and distance d. The mean disk 
temperature can be determined from the known ratio: 

with Vopt = 17.32 and Vdisk = 17.60. 

Each model can be represented in a (log qx, i)-diagram (see fig. 1). 

3. RESULTS 

For given d, fx (mx, qx' i), Y , 11 x' a and X-ray emitting region 
geometry one can calculate along a mopt = const. track in the log 
qx, i}-diagram the inclination at which the calculated amplitudes AOO 
and A05 match the observed ones. Repeating this procedure with 
different mopt values and connecting the different streches for each 
mopt one obtains a "solution box", where both AOO and A05 match the 
observed values. 
Doing so for different y one obtains a band of solution boxes in the 
(log qx, i}-diagram (see fig. 2). Then this procedure can be repeated 
for different 11 x' d, a and X-ray emitting region geometry. 

4. CONCLUSIONS 

All the performed calculations indicate, that the inclination is 
limited between 65°-70°, and that in the case of a spherically X-ray 
emitting region, a = 1 and fx (mx, qx' i}=2.3 Mo, the compact object 
mass mx can be expressed in the following manner: 

mx = (4.5 - 6.5)(d/50 kpc) Me. 

A combination of varying the mass function, X-ray emitting region 
geometry and disk Roche-lobe filling factor in such a way to push mx 
to the lowest possible value leads to the following lower limit for 

mx' 
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Fig. 1: Three (log qx' i) diagrams, for distances of 40 kpc (upper 
panel), 50 kpc (middle panel), and 60 kpc (lower panel), indicating 
combinations of system parameters for which light curves have been 
calculated. The points representing the model parameters are located 
along lines Mopt = constant (the value of Mopt is indicated for each 
drawn line). In these diagrams it has been assumed that the mass 
functions fx (rnx, ~, i) = 2.3 Me. The grey areas indicate parameter 
regimes that are excluded by the observed lack of X-ray eclipses. 

Fig. 2: Solution boxes in the (log qx, i) diagram as a function of y 
(thickness of the accretion disk). This figure is for spherical X-ray 
emission, fx (mx ' qx' i) = 2.3 Me, d = 40 kpc, Ilx = 0.3, a = 1. It 
appears that, approximately independent of y, the inclination angle 
is limited between 64° and 67°. The corresponding limits on MX 
are 3.8 and 5.3 Me. 
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3.15 Me for fx 2.0 Me (1-0). 

2.8 Me for fx 1.7 M(i) (2-0). 

This lower limit for mx is too high for realistic neutron star models 
( 11) and much higher than the observed masses of neutron stars in 
X-ray binaries (12). So the compact object in LMC X-3 is likely a 
black hole. 

The most uncertain factors in this conclusion is the uncertainty 
in the distance to the LMC ~loud, the uncertainty in the mass function 
a~d the separation of the long-term variations from orbital variations 
(3). So improvement in this field is needed to rule out other possibi
lities and requires much observational work. 
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The Luminosity Dependence of the Pulse Period and Profile of the Transient X-ray 
Pulsar EXO 2030+375 

A. N. Parmar, N. E. White, and L. Stella 
EXOSAT Observatory, 
Astrophysics Division, 
Space Science Department of ESA, 
ESTEC, Noordwijk, The Netherlands. 

SUMMARY 

Using the EXOSAT Observatory we have discovered a new, transient, X-ray pulsar, EXO 2030+375 
and followed its evolution through two outbursts. During the first outburst the 1-20 keY intensity 
declined by a factor ~ 2500 from a discovery value comparable to that of the Crab Nebula. Cyclic 
variations in the 42 s pulse period give a likely orbital period in the range 44.3-48.6 day and an 
eccentricity of ~ 0.4. We have measured, for the first time, the dependence of the pulse period time 
derivative, P" on luminosity, L, for an individual pulsar. At high and intermediate luminosities we 
find that -P, <X LI.08-1.35. This observed dependence is significantly steeper than that predicted 
by simple accretion torque theory where -P, <X LO.Sf]. At low luminosites the determination of this 
relation is complicated by the interplay between secular and orbital period changes and we await 
an independent determination of the orbital elements that will allow these effects to be separated. 

We observed marked luminosity dependent changes in pulse profile. At high luminosities the pulse 
profile consisted of a smooth asymmetric main pulse separated by ~ 1800 in phase from a small 
inter-pulse. As the luminosity decreased the relative strength of the two pulses reversed, with the 
inter-pulse becoming the dominant pulse. These changes are consistent with the dominant beaming 
mechanism changing from a fan beam at high luminosities to a pencil beam at low luminosities. 

During the second outburst, in 1985 October, the light curve was dominated by a series of flares that 
recurred quasi-periodically every 3.96 hr. The origin of these flares is unclear, but their discovery 
demonstrates that another clock can give rise to regular outbursts from OB star X-ray binary 
systems. 

1. INTRODUCTION 

There are now ~ 30 known accreting X-ray pulsars. Until recently, the only way to investigate 
the dependence of their properties over a wide range of luminosity was by comparative studies of 
different systems (e.g., Rappaport and Joss 1977; Mason 1977; White, Swank, and Holt 1983). 
Such studies, while useful, suffer from the effects of comparing systems with different magnetic 
field strengths and geometries as well as from the large uncertainties in distance determinations. 
Observations of an individual X-ray pulsar over a wide luminosity range, such as observed from the 
transient systems, provide a much better way to study the dependence of the pulse period, profile, 
and spectrum on luminosity. However, it has been difficult to 'catch' a transient pulsar close to its 
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maximum luminosity and monitor its decay over the following weeks or months, and consequently 
previous studies have not been over a sufficiently large range in luminosity to significantly constrain 
pulsar emission models (e.g., Fishman and Watts 1977; Ricker et al. 1976; Elsner, Ghosh, and Lamb 
1980; White, Swank, and Holt 1983). 

We report on EXOSAT observations of a previously uncatalogued, 42 s, transient, X-ray pulsar, 
EXO 2030+375 that underwent two outbursts between 1985 May and November (Parmar et al. 
1985). During the first outburst the intensity decayed by a factor ;C; 2500 from a value comparable 
to the Crab Nebula to undetectable levels in the medium energy instrument (ME; 1\uner, Smith, 
and Zimmermann 1981). During the second outburst the phase-averaged 1-10 keV light curve 
was dominated by a series of regular flares that repeated every 3.96 hr. The method of discovery, 
overall X-ray spectrum, and luminosity dependence of the pulse period are discussed in Parmar et 
al. (1988) while the luminosity dependence of the pulse profile is presented in Parmar, White, and 
Stella (1988). The properties of the optical counterpart are discussed in Motch and J anot-Pacheco 
(1987); Coe et al. (1988) and Janot-Pacheco, Motch, and Pakull (1988). 

II. DISCOVERY AND OBSERVATIONS 

A total of 14 EXOSATobservations of EX02030+375 were made between 1985 May and November. 
Figure 1 shows the average 1-10 keV count rate detected in the ME for each observation. Initially 
the ME count rate from each observation declined linearly from a maximum of 1080 counts s-1 on 
1985 May 18 to 120 counts s-1 on 1985 July 10. The decline then continued at a slower rate until 
1985 August 13 when the ME count rate reached 12 counts S-I. Pulsations were detected in all these 
observations. During the next observation, on 1985 August 25, only a faint 0.29 ± 0.04 counts S-1 
source was detected by the ME. The upper limit to any pulsations in this observation is larger than 
the observed count rate so it is not clear whether this emission is coming from EXO 2030+375 or 
from another source within the 45' FWHM field of view of the ME. This rapid decrease in luminosity 
(by a factor ~ 30 in 12 days) may be caused by the centrifugal inhibition of accretion when the 
magnetospheric radius exceeds the corotation radius (cf. Stella, White, and Rosner 1986). 

No further observations of EXO 2030+375 were made until 1985 October 28 when EXO 2030+375 
was again observed to be active. A subsequent 23 hr duration EXOSAT observation on 1985 
October 30-31 showed the source to be undergoing quasi-periodic flares, each lasting between 1.3-
2.3 hr and repeating every 3.96 ± 0.04 hr. A total of six flares were observed (Fig. 2). During each 
flare the ME counting rate increased rapidly from a quiescent level of 25 counts s-1 to a peak of 150 
counts s-1 and then returned in an exponential fashion to the quiescent level. On several occasions 
a precursor was seen, where the count rate increased by ~ 15% for about 15 minutes prior to the 
main rise. During the flare decays. there was significant variability in X-ray intensity with five of the 
flares showing evidence for quasi-periodic oscillations with periods of 900-1200 sand peak-to-peak 
amplitudes of ~ 30%. 

The recurrence interval of the flares of 3.96 hr appears unrelated to the much longer orbital period 
of the system and demonstrates that another clock can give regular outbursts from OB star X-ray 
binaries. In addition, the detection of regular flaring on a timescale unconnected with the orbital 
period means that regular flaring can no longer be regarded as necessarily indicating an underlying 
orbital period. Possible origins for the flaring activity include periodic mass ejection from the 
companion star and magnetospheric instabilities (cf. Parmar et al. 1988). 
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Fig. 1 The 1-10 ke V count rate of EXO 2030+375 measured with the ME. Each point represents 
the average of an entire EXOSAT observation. The insert panel shows the same data plotted with 
a logarithmic count rate axis. 
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Fig. 2 The light curve of the 1985 October 30-31 observation ofEXO 2030+375. The time resolution 
of the plot is 155 s, showing the quasi-periodic flaring activity discussed in the text. 

III. PULSE PERIOD VARIATIONS 

a) The orbital Period 

During the first outburst the pulse period decreased from a value of 41.83264 s on 1985 May 18 
to 41.7341 s on 1985 August 13. The decrease was not linear, but rather showed local reversals 
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between some observations that did not correspond to related changes in luminosity (Fig. 3; upper 
panel). When an accretion disk mediates the flow towards a magnetised neutron star a torque will 
be applied at the radius at which the accreting material is forced to corotate with the magnetosphere 
(Pringle and R.ees 1972; Davidson and Ostriker 1973; Lamb, Pethick, and Pines 1973; Mason 1977; 
Rappaport and Joss 1977). For a neutron star of mass 1.4M0 and radius 106 em, according to 
simple accretion theory, this torque will cause the neutron star spin period to change according to: 

(1 ) 

where L37 is the luminosity in units of 1037 erg s-land /J30 the neutron star's magnetic moment in 
units of 1030 G cm3 . The observed variations in pulse period were modelled by a function of the 
form: 

. 1·· 2 • • 
P, = Po + P,t + 2P,t + F(Porb,a",sma,e,w,T) (2) 

where Po is the pulse period on 1985 May 18.0, t is the time elapsed since that date and F represents 
the effect of a Keplerian orbital motion with orbital period Porb , projected semi-major axis a", sin i, 
eccentricity e, longitude of periastron w, and time of periastron passage T. 
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Fig. 3 The measured pulse periods with the best-fit long-term trends (upper panels) derived using 
models I and III (47.5 and 45.6 day orbital periods) indicated as solid lines. The secular and orbital 
period changes derived using model II are very similar to those of model III and are not shown. The 
pulse period residuals are shown in the lower panel along with the fit to the orbital motion. 

During the first eight period measurements the luminosity decreased linearly by a factor of - 8. 
This linear decline simplifies the orbital fitting since differentiating equation (1) indicates that the 
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eXj)ected change in P, should be independent of time since P, is only weakly c!ependent on Land P, 
only changes by a negligable amount. Thus, there is no need to include a P, term in equation (2). 
However, restricting the fit to these eight pulse periods does not provide a unique orbital solution 
because of the interplay between the secular and orbital terms in equation (2), and only a lower 
limit to Porb is obtained of> 26.2 days. Including in the fit the ninth period measurement (1985 
July 25), does give a unique solution with P orb = 47.5 ± 1.1 days and e = 0.38 ± 0.09 (model I). 
Including the tenth period measurement of the first outburst (19S5 August 13) does not give an 
acceptable fit for any orbital period, with a minimum X 2 of 99 for 2 dof for Porb = 44.9 days. This 
poor fit is consistent with accretion theory since by 19S5 August 13 £37 had deviated considerably 
from the earlier linear relation (cf. Fig. 1). 

An acceptable fit to all the pulse period measurements made during the first outburst can be 
obtained if equation (2) is modified by the addition of a ~ P, t3 term (model II). This gives a X2 of 
0.01 for 1 dofwith an orbital period of 45.9±U day and eccentricity 0.45±8jg. The overall variation 
in F, with time is similar to that given by model I until 19S5 June 27 with the spin-up timescale 
increasing from 30 yr to 133 yr. After this the two models diverge with the spin-up timescale in this 
model decreasing after reaching a maximum of SOO yr on 19S5 July 25 to 290 yr on 198') August 13. 

As a further estimate of the uncertainties involved in determining F. as a function of time in conjunc
tion with the orbital elements we have considered whether the observed pulse period measurements 
can be fit to equation (2), but with a constant F, after a time to (model III). The small £ observed 
towards the end of the first outburst indicates that p. should be small during this interval and 
forcing F. to be constant represents a useful limiting case. This fit gives a X2 of 0.1 for 1 dof with 
Pod = 45.6 ± 1.3 days and e = 0.39 ± O.OS. The best-fit value of to corresponds to 19S5 July 4 with 
an uncertainty of ±4 days. This time agrees closely with the end of the linear decline in luminosity 
(cr. Fig. 1). 

In summary, we find that three different approaches to modelling the secular period changes give 
formally acceptable fits to the observed pulse periods. The derived orbital periods of 47.5± 1.1 days, 
45.9±l:g days, and 45.6 ± 1.3 days are all, within the uncertainties, consistent with each other. 
Model I excludes the last data point, but this does not allow this model to be excluded since it 
is possible that between 19S5 July 25 and August 13 the luminosity of EXO 2030+375 may have 
changed in an unexpected way, so causing an anomalous change in spin period. The major difference 
between the secular spin-period changes predicted by the three models occur at luminosities ~ 
1037 erg s-l. Below this luminosity in model I the period derivative reverses sign, in model II it 
increases again, and in model III it remains constant. 

b) The Dependence of the Change in Pulse Period on Luminosity 

The dependence of the secular period change, F" on luminosity is convolved with the orbital solution 
because the magnitude of the orbital Doppler effect is comparable to the secular change (cf. Fig. 3). 
In Figure 4 the region bounded by the allowed values of -F, is plotted against luminosity for all three 
models. The dependence between the two appears to be approximately linear. The uncertainties in 
the deconvolution of the orbital effects from the intrinsic pulse period changes at low luminosity 
are evident from the increased area which allows a turn-up, turn-down or a flattening. There is also 
a turn-up for the highest luminosity point which may be related to a modification of the accretion 
process as the luminosity may be close to Eddington (cf. Basko and Sunyaev 1976). Each set of 
corrected pulse periods were fit to a function of the form: -F. ex: Lm. An acceptable fit cannot be 
obtained if all the derived F. values are included. Excluding the two lowest luminosity measurements 
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Fig. 4 The values of -P, for each of the orbital solutions (enclosed by the hatched area) plotted 
against luminosity (in units of 1037 erg S-I) for an assumed distance of 5 kpc. 

from the fit gives acceptable fits with m in the range 1.08-1.35. This is significantly steeper than 
the -P, ex £0.86 relation predicted by the simplest version of accretion torque theory. 

c) The Ghosh and Lamb Accretion Torque Model 

The observed variations in P, are inconsistent with the predictions of simple accretion torque theory. 
A more detailed consideration of the interaction of a neutron star's magnetosphere with an accretion 
disk has shown that the dependence of -P, on luminosity can be substantially different from the 
simple model. This deviation is most pronounced when the co-rotation radius, r c , approaches the 
magnetospheric radius, rm. In this regime the details of the interadion of the inner disk with the 
magnetosphere become important. Two different models for this interaction have been proposed. 
The simplest model is that the disk is perfectly diamagnetic such that surface currents exclude the 
stellar field. The regions of the disk outside rc ~ rm may be responsible for a centrifugal wind which 
will carry away angular momentum and cause a reduction in the P, (Anzer and Borner 1983; Arons 
et al. 1984). Alternatively, Ghosh and Lamb (1979) and Wang (19'87) suggest that the field is not 
complelety excluded and that partial threading of the disk can exert a significant spin-down torque 
when rm - re. Only the latter models have been developed in sufficient detail to allow a comparison 
with observations. 

In the Ghosh and Lamb (1979) model the torque exerted on the neutron star will cause the pulse 
period to change according to: 

(3) 

where the fastness parameter, w" is the ratio of the stellar angular velocity and the Keplerian 
angular velocity at the magnetospheric boundary (cf. Elsner and Lamb 1976). The function new,), 
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introduced by Ghosh and Lamb (1979) parameterizes the different dependence of the torque from 
that given by simple accretion theory. When w, ~ 1 then n(w,) - 1.4 and the neutron star 
experiences a strong spin-up torque, as in the unmodified case. For increasing values of w" n(w,) 
decreases until it reaches zero at a critical fastness, We, where the spin-up and spin-down torques 
are equal. When w, > We the pulsar spins-down because n(w,) < O. 

Equation (3) provides an alternative way of accounting for the secular pulse period changes during 
the outburst. The value of n(w,) depends on both JJ30 and L37 (cf. Ghosh and Lamb 1979) and 
provides a means of estimating JJ30 and the distance to EXO 2030+375 by examining the variation 
of P, with luminosity. This was done by substituting the secular period change terms in equation 
(2) by equation (3) and allowing the orbital terms to vary as before in the fit. The luminosity 
between each measurement was assumed to be that given by a cubic-spline interpolation. When 
the revised equation (2) was fit to the first nine period measurements, an orbital solution with a 
period of 46.6 ± 1.1 day was obtained with a X2 of 0.1 for 1 dof. The best-fitting distance and 
magnetic moment are (5.3 ± 0.3) kpc and (2.0 ± 0.4) x 1031 G cm3 respectively. Including the 
tenth period measurement (1985 August 13) in the fit does not give an acceptable solution for any 
orl :tal period. The minimum X2 of 20.0 for 2 dof corresponds to Porb = 45.5 days, a magnetic 
moment of 1.1 x 1031 G cm3, and a distance of 5.0 kpc. This variation in magnetic moment may 
either result from limitations associated with the Ghosh and Lamb (1979) model, or it is possible 
that between the 1985 July 25 and August 13 observations the luminosity of EXO 2030+375 varied 
in an unexpected way. Nonetheless, the fact that this model gives a reasonable fit for all but the 
final period measurement is encouraging. Assuming that the range of best-fit values obtained using 
different numbers of period measurements gives an indication of the likely uncertainties, we obtain 
a magnetic moment of 1.1-2.4x 1031 G cm3 and a distance 5.0-5.6 kpc. 

IV. THE LUMINOSITY DEPENDENCE OF THE PULSE PROFILE 

Figure 5 shows, for the first outburst, the average 1-10 keV pulse profile for each of the 10 observa
tions where pulsations were detected. At the maximum observed 1-20 keV luminosity of 1.0 x 1038 

erg s-1 (assuming a distance of 5kpc; see Parmar et al. 1988) the 1-10 keV pulse profile shows a 
smooth asymmetric light curve with two local minima on the trailing edge. The second of the 
minima is a distinc.tive notch that becomes both sharper and deeper as the luminosity declines. This 
notch has been arbitrarily used to define <I> = O. The other minimum also becomes more distinct at 
lower luminosities such that the pulse maximum at <I> - 0.6 becomes much more symmetric. The 
notch at <I> = 0 is clearly present in all but the 1985 July 25 and August 13 profiles. For these 
two observations the phase was determined by aligning the single pulses seen at <I> - 0.3 with the 
narrow pulse seen on 1985 July 10. This seems a reasonable procedure given the similarity in overall 
shape of the pulses and the evidence for a small feature resembling a notch at <I> - 0 in the 1985 
July 25 profile. As the luminosity decreased from the maximum an inter-pulse located at <I> - 0.3 
appeared and became stronger, until by 1985 July 10, when the 1-20 keV luminosity had fallen to 
1.2 x 1036 erg S-I, the inter-pulse and the pulse at <I> - 0.6 were of approximately equal strength. 
This trend continued until by 1985 August 13 the pulse at <I> ~ 0.7-0.1 had almost entirely 
disappeared, and the profile became dominated by what had previously been an inter-pulse. The 
modulation amplitude of the profile of - 80% (peak-to-peak) was approximately the same during 
all observations. Bxamination of the folded light curves obtained during the 1985 October 30-31 
observation, when the source was flaring, shows that the same luminosity dependence of the pulse 
profile was present. 
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Fig. 5 The folded 1-10 keY ME light curves of EXO 2030+375 showing the evolution of the pulse 
profile as the first outburst decayed. 

The luminosity dependence of the pulse profile of EXO 2030+375 is the first to be found, primarily 
because no other pulsar had been systematically studied over a factor..., 100 range in luminosity. 
These observations provide a new avenue for understanding the basic properties of the emission 
region in X-ray pulsars by comparing the dependence of models on the mass accretion rate with 
the observations. The observation of the same dependence on luminosity of the pulse profile on 
timescales of hours (during the flares) rather than weeks (during the first outburst) rules out ge
ometric effects resulting from e.g., a precessing neutron star, and suggests that either the basic 
beaming mechanism switched from a fan to a pencil configuration (or vice versa), or that a different 
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magnetic pole became active. 

To investigate the possibility that the luminosity dependence of the pulse profile can be explained 
as the beaming direction switching from a fan to a pencil configuration we compared the observed 
pulse profile to that expected from a neutron star emitting simple fan and pencil beams. Wang and 
Welter (1981) were the first to attempt such a comparison for X-ray pulsars. The above change in 
beam shape is expected if the emission region changes from a cylindrical 'pillbox' at high luminosities 
to a thin 'slab' at low luminosities (Nagel 1981a, b; Basko and Sunyaev 1975; Wang and Frank 1981; 
Meszaros et al. 1983). 

We have used a geometric model similar to that used by Wang and Welter (1981), but including 
a simple relativistic correction. A dipole magnetic field was assumed, with each magnetic polar cap 
subtending an angular size of 20° from the center of the neutron star. Both a pencil and a fan-beam 
were included with the relative strength of the two beams, RF_p, a free parameter. The relative 
strength of the total emission from each of the two poles, R2- 1 , was also a free parameter, but the 
relative strength of the pencil to the fan-beam was assumed to be the same for both poles. Each 
fan-beam was assumed to be emitted by a uniformly emitting column of height 5 X 104 cm located 
above the cap and to be axially symmetric. The dependence of the beam emissivity on the angle 
from the magnetic axis was assumed to be exponential with maxima parallel and perpendicular to 
the magnetic axis for the pencil and fan beams, respectively. The effect of gravitional bending of 
the beams was approximated by assuming a deflection angle at infinity of 23.8° for a beam emitted 
parallel to the horizon (no adjustment was made for column height). This value is one half of the 
deflection angle of a beam with a turning point 106 cm from the center of a 1.4M0 mass object. 
For simplicity, we have assumed that the gravitational bending varies as sin a, where a is the angle 
between emitted radiation and the perpendicular to the neutron star surface. Occultation of the 
beams by the neutron star surface was included. 

Figure 6 (upper panel) shows the best-fit model pulse profile overlayed on the observed pulse profile 
of 1985 May 18, which was used from comparison purposes. The overall profile is reproduced in a 
qualitative sense, with the fan-beam dominating. A pencil-beam fails to reproduce the broadness 
of the pulse, although this could be adjusted by including the angular dependence of the beam in 
the fitting procedure. However, in either case the two minima on the trailing edge of the pulse and 
its asymmetry are not present in the model, suggesting a more complex approach to be necessary. 
The next step was to introduce an asymmetry. For simplicity we chose to offset the magnetic axis 
from the rotation axis, although probably the same effects can be obtained by introducing an axial 
asymmetry in the fan-beam. The beams were assumed to be generated perpendicular and parallel 
to the magnetic field lines. This means that the emitting columns are no longer perpendicular to the 
neutron star surface. Asymmetric profiles then arise because the occultation of the beams by the 
neutron star's surface and the gravitational bending of the beams are no longer axially symmetric. 
Figure 6 (lower panel) shows the model profile most similar to that observed on 1985 May 18. The 
best-fit polar cap positions correspond to an angle subtended with the center of the neutron star of 
105°. The relative intensities of the beams were RF-P = 7.5, R2- 1 = 0.73 and IDC = 0.45; i.e the 
fan-beam dominates and the overall emission from one pole is 37% higher. As might be expected 
the fit is still far from acceptable, however the overall model profile gives a much better qualitative 
representation of the pulse profile. 

To see if this simple model can account for the observed luminosity dependence of the pulse profile 
each of the profiles shown in Figure 5 was fit to the model profiles in a similar way to the 1985 May 18 
pulse profile. The polar cap positions were allowed to vary, although the inclination angle was fixed 
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Fig. 6 Best fit model pulse profiles are shown as continuous lines (a) overlayed on the pulse profile of 
the 1985 May 18 observation. In the upper panel the magnetic poles are constrained to be located 
1800 apart on the neutron star surface. In the lower panel the observed asymmetry is modelled 
by allowing the positions of both polar caps to be free parameters in the fitting. The individual 
contributions from the fan beams are labelled as (b) and (c) and from the pencil beams as (d) and 
( e). 

at -250 • The model and observed profiles show reasonable agreement at high and low luminosities. 
However, the fits to the profiles observed between 1985 June 14 and July 10 are significantly worse, 
with marked deviations from the observed profiles. During this interval two changes in observed 
profile occured that are not well modelled; the broad asymmetric peak at ol> - 0.6 becomes narrower 
and the notch, located at ol> = 0.0 more prominent. These may result from other changes such as a 
variable fan-beam angular dependence, changes in the height of the column or polar cap size. Given 
the number of possible free parameters and combinations we did not consider it worthwhile to pursue 
the fitting procedure any further. The standard deviation in best-fit positions are R:: 200 and R:: 150 

for the two poles. This small dispersion in derived positions suggests the model is self-consistent at 
different luminosities. The dependence of the observed profile on luminosity is modelled primarily 
by a change from a pencil to fan-beam (a decrease in RF-P) with the pencil-beam becoming a factor 
R:: 10 more intense than the fan-beam. In addition the relative contribution of the two poles to the 
total changed by a factor of R:: 10 (an increase in R2- 1 ). 

V. CONCLUSIONS 

These observations illustrate the importance of observing transient X-ray pulsars over a large range 
in luminosity. They also illustrate the importance of making a sufficient number of observations 
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to allow the secular and orbital pulse period changes to be disentangled. The results reported 
here can be improved upon simply by obtaining a better determination of the orbital elements of 
EXO 2030+375. If this source is detected to be once again active then we strongly urge it be observed 
in sufficient detail for the orbit to be measured. This will allow a reexamination of the EXOSAT 
data presented here and a much more accurate determination of the secular period changes. 
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SPECTRAL CLASSIFICTION OF BRIGHT LMXBs WITH COLOR
COLOR DIAGRAMS 
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ABSTRACT. This article describes the spectral variations of bright low-mass X-ray 
binaries (LMXBs). A large set of observations monitored with the European X
Ray Observatory EXOSAT are analysed and plotted into color-color and hardness
intensity diagrams. Correlations are compared with spectral branches observed in 
the bright source Cyg X-2 and then classified into three spectral states, a horizontal, 
a normal and a flaring branch state. A spectral parametrisation demonstrated 
that the observed color-color data correspond to very similar spectral parameters. 
The parametrisation can further be used to correct color-color data for interstellar 
absorption. The deabsorped data indicate, that the energy spectra as well as the 
observed spectral variability of bright LMXBs are of common nature. 

1. Introduction 

Low-Mass X-Ray Binaries (LMXBs) show spectral variations as a function of 
source intensity. Within a study of X-ray sources with similar properties to Sco 
X-I using Ariel V and Copernicus data Mason et al. (1976) computed a hardness 
ratio and showed, that there is a positive correlation between spectral shape and 
flux intensity. These Sco X-I type correlations in the 'hardness-intensity diagram' 
(HID) have been found in several sources (see also Parsignault and Grindley 1978). 
Recent observations with the Japanese X-ray satellite TENMA also demonstrated 
such a correlation (Makishima and Mitsuda 1985). 

Branduardi et al. (1979) first reported two different spectral modes in ob
servations of Cyg X-2, documented by two different correlations between spectral 
hardness and intensity. Shibazaki and Mitsuda (1984) found a similar behaviour 
in GX 5-1. On the 'horizontal' branch the hardness ratio changes very little with 
source intensity, while on the 'normal' branch the hardness ratio is positively cor
related with intensity. EXOSAT observations of Cyg X-2 confirmed this bimodal 
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behaviour (Hasinger 1987b). More recent observations of Sco X-I, on the other 
hand, have revealed also two branches (Priedhorsky et. al. 1986), however, both 
with positive correlation between hardness and intensity but with different slopes 
connected at the lower left side of the HID. The comparison between these two 
sources led to the conclusion that LMXB in general can be found on three different 
branches, the horizontal, normal and flaring branch, forming a Z-shaped color-color 
correlation profile (Hasinger 1987aj Hasinger, Priedhorsky and Middleditch, 1988). 
Indications for three different spectral branches have also been found in Einstein 
MPC data of GX 340+0 (M. Garcia, this volume). 

The European X-ray satellite EXOSAT made extensive observations of LMXBs 
with observation periods of sometimes up to several days. In this article we present 
EXOSAT spectral data of bright LMXBs. The data were plotted into HIDs and 
color-color diagrams. Similar variation patterns will be discussed and classified 
as far as possible. We then parametrisize the color-color data using a simple two 
component model, which enables us to correct the color-color data for interstel
lar absorption. A more detailed analysis of this subject is presented in a recent 
publication by the authors (Schulz, Hasinger and Trumper 1988). 

2. Spectral Variations 

2.1 Hardness Ratios (Colors) 

22 observations of ten bright LMXBs, including Cyg X-2, Sco X-I and eight 
bright galactic bulge sources carried out with the Medium Energy Experiment on
board the European X-ray Observatory EXOSAT are analysed. Each observation 
has been cut into samples of 100-200 sec, the countrates of each sample were cor
rected for dead time and background and normalized to 8 observing detectors. We 
then integrated an 1-20 keV energy spectrum for each sample and divided it into 
three broad energy bands: CHN1 = 1-3 keV, CHN2 = 3-6 keV and CHN3 = 6-20 
keV. Two spectral hardness ratios (colors) are defined by the ratios of the fluxes 
in these energy bands: SR = CHN2 I CHN1 is the soft hardness ratio (soft color) 
and HR = CHN3 I CHN2 is the hard hardness ratio (hard color). The data are 
then plotted into hard hardness-intensity diagrams (HIDs) and hard hardness-soft 
hardness diagrams (color-color diagrams). 

2.2 Observed Spectral Branches 

Figure 1a-j and 2a-j show a set of color-color diagrams and HIDs for the ten 
bright LMXBs. The abscissa of the color-color diagrams is defined by the soft hard
ness ratio SR, the ordinate by the hard hardness ratio HR. In the HIDs the abscissa 
represents total source count rates (1-20 keV)' the ordinate again the hard hardness 
ratio. Different observations of one source are marked with different symbols. 

In figure 1a we plotted color-color correlation data of Cyg X-2. Within two 
different observation periods three differently correlated data strings could be ob
served. The flat data string corresponds to the 'horizontal' spectral branch (HB), 
which at its highest soft ratio turns into a steep positively correlated data string, 
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Figure 1: Color-color diagrams of ten bright LMXBs 

the 'normal' spectral branch (NB). At the lowest soft ratio of the NB the correla
tion changes again and turns into another positively correlated data string of flatter 
slope called the 'flaring' branch (FB). We call the turnover from the HB to the NB 
at high soft ratio the 'hard' apex and the turnover from the NB to the FB at low 
soft ratio the 'soft' apex. The HID in fig. 2a also indicates three distinct spectral 
branches correponding to HB, NB and FB. The HB and NB are dearly recogni
cable, the FB intensity, however, shows rather erratic behaviour. The sum of all 
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Figure 2: HIDs of ten bright LMXBs corresponding to the color-color diagrams 

in figure 1 

spectral branches then leads to a Z-shaped color-color correlation pattern. 
Color-color data of Sco X-I are shown in figure 1b and 2b. The diagrams in

dicate a single positively correlated spectral branch, which could represent either a 
NB or a FB. A renalysis of the same data with slightly different colors showed, that 
thia correlation clearly corresponds to a FB with a soft apex to the NB (Schulz, 
Hasinger and Trumper 1988). Hasinger, Priedhorsky and Middleditch (1988) re-
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cently reported on a horizontal branch in a different data set. Thus Sco X-I has 
also a Z-shaped color-color correlation pattern similar to Cyg X-2. 

GX 340+0 (v.Paradijs et al. 1988), GX 17+2 (Langmeier 1988) and GX 5-1 
(v.d.Klis et al 1985) (figures lc-e and 2c-e) show a bimodal type of correlation 
including HB-NB transitions with a hard apex. The bimodal behaviour of GX 
340+0 is only marginally present in the color-color diagram, however clearly seen 
in the HID. Hasinger and van der Klis (1988) recently reported on a flaring branch 
in GX 17+2. 

The color-color data of GX 9+1 and GX 3+1 (see fig If,g and 2f,g) show positive 
correlation accompanied by higher source intrinsic scatter of the data. At high soft 
ratio both sources show a larger data spread. In GX 3+ 1 this can be interpreted 
as the turnover into HB behaviour, which would be similar to the behaviour found 
by Lewin et al. 1987 in an analysis of different data. In the case of GX 9+1 such 
an interpretation has still to be confirmed. 

Sco X-2 (fig. 1h and 2h) shows a clearly positively correlated spectral branch. 
There is, similar to Sco X-I, a data accumulation at low soft ratios. A reanalysis 
with optimized energy bands like it was done for Sco X-I also clarified this cor
relation as FB-behaviour in addition to a transition at low soft ratios into a NB 
(Schulz, Hasinger and Trumper 1988). 

The sources GX 9+9 and GX 13+1 (fig. liJ and 2iJ) show positively correlated 
color-color data with no indication of a change in correlation. The HID of GX 
13+1, however, shows a bifurcation, which does not match the observations in 
other sources. It is also different to the bifurcation found by Stella et al. 1985. 

2.3 Spectral Classification 

Table I summarizes all the spectral branches which have been identified up 
to now within individual sources. Three sources, namely Cyg X-2, Sco X-I and 
GX 17+2 show a chracteristic Z-shaped pattern of horizontal, normal and flaring 
branch. In GX 340+0, GX 5-1, GX 3+1 and Sco X-2 two distinct spectral branches 
have been observed, which could be identified as HB-NB transition behaviour in 
GX 340+0, GX 5-1 and GX 3+1 and as NB-FB transition in Sco X-2. Spectral 
variability in GX 9+1, GX 9+9 and GX 13+1 remains rather unclear within this 
classification scheme. It is however interesting to note, that the latter sources 
also did not show quasiperiodic oscillations, which otherwise are a rather common 
phenomenon in bright sources. 

3. Spectral Parameters from the Color-Color Diagram 

The color-color diagrams of the bright sources indicate large similarities of 
spectral variations with Cyg X-2. Thus we use this source as a template for the 
parametrisation of the color-color diagram. For parametrisation we use a simple 
two component model, which fits the source spectrum of Cyg X-2 reasonably well. 
This model consisted of a blackbody and a thermal bremsstrahlungs component. As 
a reference spectrum a source spectrum at the hard apex of the color-color profile 
of Cyg X-2 was accumulated and fitted with the model spectrum. 



300 

Source HB NB FB 

Cyg X-2 X X X 

Seo X-I X X X 

GX 340+0 X X 

GX 11+2 X X X 

GX 5-1 X X 

GX9+1 X? 

GX 3+1 X X 

GX 349+2 X X 

GX9+9 X? X? 

GX 13+1 X? X? 

Table I: Spectral Branches in Bright Sources. 

3.1 Simulations 

The two component spectrum is characterized by four parameters, the black
body flux and temperature and the thermal bremsstrahlungs flux and temperature. 
In addition the effect of interstellar absorption. has to be added. In the follow
ing we measure fluxes only in terms of the blackbody flux contribution to total. 
The fitted photon spectrum at the hard apex of eyg X-2 showed a thermal brem
strahlungs temperature of 6.5±OA ke V, a blackbody temperature of 1.25±0.08 ke V 
and a blackbody contribution of 25%, The interstellar absorption was fixed at 3x 
1021 atoms/cm2. 

We then simulated three sets of color-color data. Each of this set represents the 
variation of one parameter leaving the others fixed. The blackbody temperature 
was fixed to 1.30 keY, which corresponds to the observed value in the hard apex 
spectrum of Cyg X-2. This leads to a threedimensional grid of simulated data. 
In order to simplify the representation of this grid in the color-color diagram we 
formed parameter 'tracks'. Those 'tracks' are the projection of the variation of one 
parameter into the color-color plane: the IBB-track represents the blackbody flux 
contribution, the NH-track variations of interstellar absorption and the TTH-track 
variations of thermal bremstrahlungs temperature. 

3.2 Spectral Parameters and Color-Color Data 

The results from the simulation allows to convert the colors into spectral num
bers with some accuracy. The color-color diagram in figure 3 shows ~90% contour 
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lines of the color-color data presented in figure 1 together with the simulated two 
component data grid: Dotted contours are identified horizontal branches, the solid 
contours are normal branches, the hatched contours are fiarinS branches and the 
blank ones represent unclear correlations. The parameter grid consists of IBB-tracks 
(dashed lines) and NH-tracks (thin lines) at five different thermal bremsstrahlungs 
temperatures (4.0,6.0,8.0,12.0 and 20.0 keY) and TTH-tracks (thick lines) at four 
different interstellar column densities (0.0, 10.0, 25.0 and SO.OxI021 atoms/cm2). 
The arrows point in direction of parameter increase. 

0.50 

0 188 I-f 

l-
e( 
0: 

0.40 
> w 12 
::::.::: 

lO , 
(l) 0.30 

"-

0 
N , 
ill 0.20 

3.0 4.0 5.0 

3-6 / 1-3 KEV RATIO 

Figure 3: Color-color diagram of bright LMXB. with simula.ted spectra.! parameter tradal 

It can be observed that most of the observed normal branch color-color data fit 
the slope of the TTH-track indicating that spectral variability in the normal branch 
can be reasonably well described by the thermal bremsstrahlungs variation. This 
should also be the case in GX 9+9 and GX 13+ 1. The temperature range covered 
by all color-color data accounts for 3.0-20.0 ke V for the thermal bremsstrahlungs 
component at 1.30 ke V blackbody temperature and does not change significantly 
for blackbody temperatures between 1.0 and 1.6 ke V. The slopes of the horizontal 
branches fit reasonably well to the rnB-tracks. In Figure 3 these rnB-tracks show 
variations in blackbody contribution from zero to 30%. Their length is comparable 
to the observedd horizontal branches in eyg X-2, GX 5-1 and GX 340+0. Flaring 
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branches do not fit well to any of the included tracks, indicating a more complex 
behaviour. 

3.3 Interstellar Absorption 

In addition to the instrinsic similarities of the color-color data, figure 3 clearly 
shows that the position of the data cOI\tours differ considerably in soft ratio. While 
sources like eyg X-2, Sco X-I and GX 9+9 have low soft ratios of approximately 
1.5, there are some sources, i.e GX 13+1, GX 5-1 and GX 340+0, which have values 
from 3.0 up to 5.0. From the simulation it became clear, that the only parameter 
that can be responsible for such an effect is the NH-value. This is demonstrated 
in figure 3 by the NH-tracks, which point from the lower left to the upper right of 
the diagram. Thus we interprete the observed the different positions of the color
color data of each individual source along the soft ratio scale in terms of different 
interstellar absorption column densities for each source. Note also, that at very 
high NH-values the slope of the TTH-tracks flattens. 
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Figure 4: Color-color diagram of 'de-absorbed' color-color data 

Using this information it should be possible to 'de-absorb' the color-color data 
of each individual source along the NH-track to predict the unabsorbed profile. 
Thus we shifted all data contours {for sources at very high soft ratios the. flattening 
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of the contour slopes has also to be considered) along the NH-tracks from the right 
of the diagram to the position of the TTH-track at zero NH at the very left of 
the diagram. The result of this shift is shown in figure 4. For illustration purpose 
the profiles were now marked with lines connecting the extrema of each spectral 
branch, the dotted, solid and dash-dotted lines correspond to the HB, NB and FB, 
respectively. The shifted color-color data now pile up along a the plotted TTH
track showing strong overlaps. Normal branches fit this line almost perfectly (they 
hardly can be distinguished from the TTH-track), horizontal branches stick out to 
the left side of the track under different angles, the flaring branches stick out to the 
right side. 

This 'de-absorption' poses an important result in the analysis of the spectral 
variability of LMXB energy spectra. It shows, that energy spectra and the ob
served spectral variability of bright LMXBs may be consistent with a simple spectral 
parametrisation. 

4. Conclusion 

Color-color diagrams and HIDs are a useful tool to describe the spectral vari
ability of LMXB energy spectra. They show, that bright LMXBs can be found in 
at least three different spectral states, a horizontal branch, a normal and a flaring 
branch state. Up to now three sources could be observed in all three states and four 
in at least two of these states. Thus it seems, that this threefold spectral behaviour 
is a general property of bright sources and that it is only a matter of observation 
time in order to observe all bright LMXB in all three states. 

Horizontal, normal and flaring branch are connected forming an overall vari
ability pattern that looks like a twisted Z. This Z has two characteristic transition 
regions, the hard apex, where the spectra change from horizontal to normal branch 
variability, and the soft apex, where spectra change from normal to flaring branch 
variability. The fact that there is no jumping from one branch to another shows, 
that the overall spectral variability is rather continuous, although hard and soft 
apex imply a very drastic change in spectral behaviour. It is not clear yet on which 
timescales a single source can be typically found in one specific spectral state. We 
know however, that the souces spend a considerable amount of time in the hard 
and soft apex region (see also v.Paradijs et al. 1988, Priedhorsky et al. 1986). 

The parametrisation of the color-color diagram in terms of a combination of 
a blackbody and a thermal bremsstrahlungs spectrum turned out to be a good 
mathematical description of the observed spectral variability. It indicated, that 
not only the energy spectra are of common nature in these source but they also 
quantitatively show very similar observables, i.e temperatures, emission radii etc .. 
It indicated further, that each spectral branch is dominated by the variation of a 
certain observable in all of these sources. Thus it is highly probable, that spectral 
branches as well as hard and soft apex in bright LMXBs are formed by common 
intrinsic processes of rather physical significance. 
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X-RAYS FROM A POSSIBLE PULSAR IN SUPERNOVA 1987A 

APOSTOLOS MASTICHIADIS 
Max Planck Institut fur Extraterrestrische Physik 
D-8046, Garching bei Munchen 
Federal Republic of Germany 

ABSTRACT. We report on Monte-Carlo calculations of the emergence of X- and 
"I-rays from the envelope of the supernova 1987 A. Assuming that there exists an 
X-ray emitting pulsar at the centre, we discuss the possibilities of observing its 
radiation and find that if the pulsar is about as luminous as the present-day Crab, 
it may be possible to detect the breakout at ~ 20 months. The pulsar should 
emerge first in the 6-16 keY band covered by GINGA. About six months later it 
would appear in the 20-45 keY band of MIR-HEXE. Because the optical depth of 
the envelope at breakout is still substantial (~ 4), we do not expect pulses to be 
detected straightaway. Our conclusions are based on a simple homogeneous model 
for the envelope and do not depend on whether or not S6Co is mixed into the 
outer layers. The time at which a pulsar of higher luminosity would emerge can be 
obtained from a simple scaling of our results. 

1. Introduction 
The observed absorption in the Balmer lines class the supernova 1987 A as type 

II; the identification of the presupernova star, the neutrino flux detected at the 
time of the explosion, the evolution of the optical light-curve and the observations 
of emission of X-rays and soft "f-rays confirm this classification. Therefore, it is 
expected that a neutron star lies at the centre of the remnant. Any observation of 
such a star would arouse great interest since the properties of very young neutron 
stars are largely unknown. 

The prospects of making such an observation depend, however, not only on 
the properties of the star, but also on those of the material enshrouding it. This 
material absorbs and scatters radiation from the neutron star. In addition, because 
of the decay of S6Ni and S6Co nuclei left over from the explosion, it produces a 
substantial luminosity itself, which may mask the radiation of the imbedded star. 

At present, the observed intensity and decay rate of the optical light curve 
together with the photon flux in the range 10-1000 ke V can be described by a 
model in which the 847 and 1238 keY "f-ray lines from the decay of .07 M0 of 
S6Co are losing energy to the 10-15 M0 envelope by means of Compton scattering 
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(e.g., Pinto and Woosley 1988). Equipped with a satisfactory description of the 
expanding remnant, it becomes possible to investigate the emergence of radiation 
from the imbedded neutron star. Young pulsars, such as that present in the Crab 
Nebula, emit a large amount of energy in the form of either energetic particles or 
low frequency electromagnetic waves. Eventually, such a pulsar positioned at the 
centre of SN1987 A would be expected to have a strong effect on the dynamics of the 
envelope (Rees 1970, Ostriker 1987, Pacini 1987) by blowing out a cavity around 
itself. However, energy in this form remains inaccessible to direct observation unless 
strong inhomogeneities (holes) are present (Rees 1987). A significant fraction may, 
nevertheless, be deposited in the envelope and contribute to the optical light curve. 
On the other hand, substantial pulsed X-ray emission is expected from a young 
pulsar of the Crab type, and could penetrate the envelope once the optical depth 
to Thomson scattering has decreased to a few. To investigate this possibility, we 
have developed and used a Monte-Carlo code which simulates the down-Compton
ization and absorption of energetic photons in the envelope of SN1987 A. The code is 
similar to that developed by Ambwani and Sutherland (1988), and used by McCray 
et al. (1987), and Woosley et al. (1987). It is based on the algorithm described 
by Pozdnyakov et al. (1983), the only innovation being the introduction of certain 
variance reduction techniques which enable us to compute accurately the spectrum 
in the range 6-20 keV. 

In section 2 a brief description of the code is given. In section 3 we apply this 
code to models of the ejecta and show that it successfully describes the optical, X
ray and I-ray observations. Subsequently, we apply the same code to an envelope 
with no radioactive energy input but, instead, containing at its centre an X-ray 
emitting pulsar similar to that in the Crab Nebula. In section 4 we discuss the 
implications of these calculations for future measurements which may detect the 
imbedded pulsar. This paper is a somehow more extended version of Mastichiadis, 
Ogelman and Kirk (1988). 

2. The Monte-Carlo code 
In order to calculate the emergent photon spectrum and to take a good reso

lution of the iron line we have adopted the following procedure: We draw a photon 
that is given a weight w(l) = 1 and an energy El and it is assumed that it is emitted 
from some initial radius q at some random direction nl. We calculate the optical 
depth r(E1) to the boundary and we allow a part wes(l) = w(l)e-r(El) to escape. 
This part is put into the emergent spectrum while the remaining fraction is forced 
to interact. For this purpose it is given a free path l such that l < distance to the 
boundary (see Pozdnyakov, Sobol ans Sunyaev 1983). At the point of interaction 
we split the photon anew into a part wabs(El) that goes into photoabsorption and 
a part that goes to the other processes (i.e., Compton and coherent scattering and 
pair production). This branching is taken by multiplying the incoming weight of the 
photon with the ratio of the photoabsorption cross section to the total cross-section 
involved. A part of the fraction that goes into photoabsorption will eventually ra
diate the 6.4 ke V Fe Ka line and we treat this possibility as follows: We force the 
photon in the line to be emitted and we give it a weight w f (1) = .34 * f F e * wabs (1) 
where f Fe is the fraction of the photoabsorption that is due to iron and the factor 
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.34 is the line's yield for emission. 
On the other hand we choose randomly between the other three processes 

(according to the ratios of their respective cross-section to the total one) and once 
this is done we find the end product of the particular process. The new photon is 
given a weight w(2} which is that of the incoming photon. Once again we assume 
that a fraction escapes (which is scored in the spectrum) and we follow the already 
described procedure for the fraction that remains. We continue doing so until the 
weight of the photon has fallen below some small number Eo Assume now that this 
occurs after m interactions of the original photon. This means that this photon has 
contributed m inputs to the spectrum with weights wes(l), wes(2), ... , wes(m), and 
m -1 emissions with weights w f e(l), ... , w f e( m -1) in the Fe Ka line. So we return 
to the respective photoabsorption points r(l), ... , r(m-1) and we assume that a 6.4 
ke V photon is emitted each time with the appropriate weight. We follow the same 
procedure as before only that this time each part that goes to photoabsorption is 
assumed to contribute to the optical lightcurve. With this technique we are able 
calculate the shape of the iron line with large resolution. 

For the end product(s) of the various processes we have assumed that if a 
Compton scattering occured, the photon changed both its energy and direction. If 
the scattering was coherent, the photon was assumed to change its direction but 
not its energy. Finally pair production was assumed to give two 511-keV photons 
created from the annihilation of the produced electron-positron pair (not a very 
good assumption, especially if the pair producing photon is of high energy, which 
implies that the produced particles are also created with high energies and one needs 
to follow their cooling that involves ionization losses and bremsstrahlung (and thus 
additional photons) before annihilation). Nevertheless, for Thomson optical depths 
.$20 that are of interest here, pair production is not that important (its cross section 
remains way below the Thomson cross section) and a detailed treatment of the pair 
cooling would not change the overall spectrum. 

3. The ejecta and pulsar models 
The assumptions which we make in order to compute the spectrum and time 

dependence of the radiation emitted by the expanding supernova envelope are es
sentially the same as those contained in previous papers in this field (McCray et 
al. 1987, Chan and Lingenfelter 1987, Gehrels et al. 1987, Xu et al. 1988, Woosley 
et al. 1988, Kumagai et al. 1988). About one month after the explosion event, the 
light curve of the supernova is powered by the radioactive decay of 56Co. (Before 
this, the decay of 56Ni plays a role.) The luminosity of the cobalt is taken to be 
L(t) = Loexp(-t/114d) with Lo = 1.8.1042 erg s-1 . If the envelope is very opti
cally thick, this energy, which is released mainly in the form of 'Y-rays in six nuclear 
lines, is given up in Compton scattering events with electrons in the envelope, which 
can be regarded as cold for this purpose. Eventually, when a photon has been de
graded into an X-ray photon of energy less than about 20 keY, the small amount 
of remaining energy disappears in a single photoabsorption event. The energetic 
electrons that accompany the down-Comptonization process will lose their energy 
predominantly by ionization and thus will not radiate more X-rays. 

As time proceeds, the envelope expands and its optical depth decreases. We as-
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sume a homologous expansion and scale it such that the optical depth (to Thomson 
scattering) as a function of time is T(t) = Tl(t/yr)-2 where Tl is the optical depth 
at age one year. At an optical depth of about 20, it becomes possible for photons to 
escape the envelope before undergoing absorption. Since these photons must still 
suffer many Compton scatterings, they appear as X-rays, as predicted by McCray 
et al. (1987). Thus the flux of X-rays emerging in a given band increases with 
time initially. Two effects then come into play which cause the X-ray flux to reach 
a maximum and subsequently decline. In the first place, the number of photons 
injected per second decreases as the 56Co decays away. The second effect is more 
complex, but can be understood as follows (ct. Sutherland, et al. 1988): the typical 
emergent, down-scattered photons from 56Co decay have an energy f f = mc2 / T2. If 
we consider photons of energy f and define Tcr as the optical depth at which f f = f, 

then as long as T > Tcr (and thus ff < f), the flux of photons in the energy band 
around f keeps increasing with decreasing T. This rate of increase dominates the 
steady decline due to the decay of 56Co. However, the flux at the energy of interest 
reaches a maximum at that time for which T = Tcr and starts dropping thereafter, 
because when f f > f, most of the photons do not suffer enough Compton scatter
ings to reach f. As a result, the maximum flux is reached sooner for the soft X-rays 
than the hard ones. Eventually, when the envelope is optically thin, the "i-rays 
emerge unimpeded without producing an X-ray flux. 

In the calculations presented here we assume the envelope to be an expanding 
sphere of uniform density and homogeneous composition with metal abundance 
Z = Z0' We have varied the 56Co distribution in two extreme ranges; all at 
the center and 95% mixed. Several groups have come to the conclusion that the 
observations of soft X-rays and "i-ray lines are not consistent with a realistic model 
of the envelope unless a certain amount of 56Co is assumed to be mixed into the 
outer layers (Pinto and Woosley 1988, Ebisuzaki and Shibazaki 1988a,b, Kumagai 
et al. 1988). We find that in the extreme range of mixing we have considered 
the X-ray continuum and "i-ray line observations can be easily accommodated (see 
Kumagai et al. 1988 for a discussion on the effects of mixing). We do find, however, 
that the pulsar breakout occurs at epochs where the effects of 56Co mixing have 
become unimportant. 

Figure 1 shows the emergent spectrum (solid histogram) from such an envelope 
at four different epochs, assuming the optical depth at one year to be Tl = 10. The 
spectrum clearly shows the six "i-ray lines as well as the prominent iron fluorescence 
line at 6.4 keY. As can be seen in Figure 1, our code gives particularly good spectral 
resolution at the point where the photoabsorption of X-rays becomes important i.e., 
at photon energies of less than about 20 keY, so that the shape of the iron line is 
accurately portrayed. 

In addition to the spectrum to be expected from the envelope alone, Figure 1 
also displays the spectrum to be expected from a pulsar alone (dots), assuming 
that the envelope contains no 56Co. Because our calculations do not consider 
complications such as the degree of ionization of the envelope, the output photon 
fluxes are linearly related to the input photon fluxes and thus the results of the 
pulsar calculations can be simply scaled according to the assumed pulsar luminosity 
and added to the results of the cobalt calculations. In Figure 1 we assumed the 
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Figure 1: A comparison of the evolution of the 56Co decay spectrum (histogram) 
and the pulsar spectrum (dots) for various times t after the explosion: (a) t = 12 
months (1'=10); (b) t = 17 months (1'=5),· (c) t = 22 months (1'=9); (d) t = 38 
months (1'=1). The 56Co luminosity is assumed to come from .07M0 of that 
element produced at the SN explosion. The pulsar is scaled to a Crab-like spectrum 
and luminosity (E-2 spectrum with 1036 erg rl per energy decade). For the ejecta 
we assume that the optical depth at age one year is 10 and the metallicity is solar. 
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hypothetical pulsar to have a luminosity equal to that of the Crab pulsar, assumed 
for our purposes to possess an E-2 spectrum between 1 ke V and 1 Ge V with a 
luminosity of 1036erg s-l per energy decade. 

The effect of the decreasing optical depth as the envelope expands is quite 
different in the pulsar case. The input spectrum is modified mainly in the 10-
1000 keY region. For energies below 10 keY, photoabsorption by heavy elements 
removes essentially all injected photons, whereas for energies above 1 MeV, elec
tron scattering (Compton scattering) enters the Klein-Nishina regime in which the 
cross-section decreases significantly. The only other opacity present is that of pair 
production which is, however, only a small fraction of the Thomson opacity, so that 
for optical depths smaller than about 10, the spectral shape of the input radiation 
remains virtually unaffected. In short, the injected pulsar spectrum is modified 
less and less as T decreases and the emergent photon flux at each energy always 
increases with time. 

Adding the "cobalt" and "pulsar" curves in Figure 1, shows that for a pulsar 
imbedded in Supernova 1987 A, we expect the first X-ray signature to appear in the 
window between the photoabsorbtion cut-off and the energy to which the "(-ray line 
photons are down-Comptonized Le., around 10-20 keY. 

Figure 2 combines the Monte-Carlo derived lightcurves of the 56Co and the 
pulsar in the ranges 6-16 keY, 16-26 keY (the ranges reported for GINGA satellite 
results), and 20-45 keY (the soft component of the MIR-HEXE X-ray telescope). 
As before, the pulsar is scaled to a luminosity of 1 Crab; other input luminosities 
can be derived simply by scaling these curves. In order to investigate the effects 
of mixing the 56Co into the outer layers we considered two extreme cases, one 
without mixing and the other with 95% mixing (Le., with the 56Co homogeneously 
distributed within a radius equal to 95% of the outer radius of the envelope). The 
results of these two calculations are shown in Figure 2 connected by a vertical line 
in each energy bin used. Mixing can be seen to be important for high optical depths 
(T > 10), but it does not affect the pulsar breakout. For epochs earlier than those 
depicted, the effects of mixing are even more pronounced and easily accommodate 
the soft X-ray observations reported by GINGA. In Figure 2a we again assume the 
ejecta to be a homogeneous expanding sphere with metal abundance Z = Z0 and 
the Thomson optical depth of the ejecta after a year to be Tl = 10 . A Crab-like 
pulsar should appear 21 months after the explosion in the 6-16 keY band, 2 months 
laterin the 16-26 keY and 3 months after that in the 20-45 keY band, Le., it will be 
almost half a year between the detections by GINGA and MIR-HEXE. If we were 
to assume a 10 times more luminous pulsar, the outbreak would occur 2 months 
earlier in each of the three bands. Figure 2b shows the same quantities but for 
Z = 0.25Z0. Photoabsorption is reduced, resulting in an increased flux, especially 
in the soft band. However, the effects of metallicity are the same on both the 56Co 
spectrum and the pulsar spectrum so that the pulsar appears at around the same 
time as in Figure 2a. 

Figure 3 shows the effects of the mass of the envelope on the pulsar breakout. 
Here the mass was scaled so that the optical depth to be (a) 10 and (b) 20 in one 
year. The metallicity was assumed to be Z = O.25Z0 and the assumptions about 
mixing were the same as before. The results are shown only for the range 6-16 
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Figure 2: The effects of the metallicity on the calculated lightcurves for three energy 
band8: 6-16 ke V, 16-26 ke V (both GINGA) and 20-,45 ke V (MIR-HEXE) for 
metallicity: (a) Z = Z0 and (b) Z = O.25Z0' Dotted lines represent the X-rays 
from 56Co decay, whereas solid lines show the X-rays from the pulsar. The ejecta 
are assumed to have an optical depth 0110 at age one year. 



312 

38. a (a) 
1111 ' ...... ". 

IIII ." ....... . 
1l1Ii11l1""; •• ;:::."." •.... (b) 

", ......... , .. 
0 •• " 

g 
...J 

32.0 10 2 

TIME AFTER EXPLOSION (MONTHS) 

Figure 9: The effects of the total mass of the eiecta (expressed by the Thomson 
optical depth in one year TI) on the calculated lightcurves for the 6-16 ke V energy 
band: (a) TI = 10 and (b) TI = 20. The dotted line represents the X-rays from 
56Co decay, whereas the solid line shows the X-rays from the pulsar. The eiecta are 
assumed to have a metallicity Z = 0.25Z0' 

42.0 

'" 40.0 
U 
W 
(J) 

"-
(!) 
cr 
~ 
-l 

36.0 

(!) 
0 
-l 

36.0 

34.0 10 20 30 40 50 

TIME AFTER EXPLOSION (MONTHS) 

Figure .01: Calculated opticallightcurves for optICal depth in one year equal 10. The 
dotted line represents the lightcurve from the decay of 56Co, whereas the solid line 
shows the pulsar lightcurve. 
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keY, but they are qualitatively the same for the other energy bands. The pulsar 
breakout is not delayed by more than 6 months. 

Finally, Figure 4 shows the opticallightcurves expected from such a scenario. 
The only parameter that is important in this case is the optical depth that was 
assumed to be 10 in one year. The pulsar will start dominating the 56Co almost 3.5 
years after the explosion, i.e., more than a year after its breakout in the soft X-rays. 
The main reason for that is that the 56Co optical lightcurve falls less steeply with 
time than the X-ray one. 

4. Discussion 
Using a Monte-Carlo code which simulates the Comptonization of energetic 

photons, we have shown that the emerging spectrum of an imbedded Crab-like 
pulsar in Supernova 1987 A will first start dominating over the 56Co decay produced 
spectrum in the energy region just above the photoabsorbtion cut-off (~10-20 ke V). 
This is due to the facts that: a) the 56Co decay induced spectra gets depleted 
faster from the low energy side due to the decrease of optical depth as a function 
of time; b) the rate of injection of photons by 56Co decays exponentially with 
time; c) the pulsar spectrum is relatively unaffected in the E 2: 10 ke V region 
when 7~5, and is probably steady on the timescales discussed. These results are 
largely independentof the pulsar's spectral index or its high energy cut-off. The 
only important assumption here is that the pulsar is an X-ray emitter. 

The breakout energy of ~10 keY is determined by the photoelectric absorption, 
which in turn is determined primarily by the amount of heavy elements in the ejecta, 
as can be seen in Figure 2. Effectively, there are two properties of the envelope which 
influence the conclusions reached in here: the metallicity of the ejecta (fig.2) and 
the total mass of the ejecta (fig.3), which is reflected in the assumed value of 71 (the 
optical depth at age one year), and the metallicity of the ejecta. As for the other 
important parameters: the total amount of 56Co is fairly accurately determined 
from the optical light curve as .07 M0 (e.g., Danziger 1988); the degree to which 
56Co is mixed into the outer layers, whilst important at early times, has lost its 
effect at the time we predict the pulsar radiation will breakout (see Figure 2). We 
find that the present GINGA and MIR-HEXE data (Dotani et al. 1987, Sunyaev et 
al. 1987) favour a model in which either a high optical depth at one year 71 ~ 20 is 
combined with a low metallicity Z~0.25Z0, or a lower optical depth 71 ~ 10 with a 
high metallicity. On the other hand, the recent departure of the optical light curve 
from the exponential decay of timescale 114 days (Danziger 1988) implies that the 
optical depth at 13 months was less than or of the order of 10. Our calculations 
indicate that the fraction of the energy input by radioactive decay which emerges 
as X-rays and "I-rays varies between 0.1 for an unmixed envelope to 0.25 for 95% 
mixing, assuming an optical depth 7 = 10 (fig.4). Clearly an accurate determination 
of the structure of the envelope must await further observations. 

Perhaps the biggest unknowns in these calculations are the luminosity and the 
spectral characteristics of the pulsar, which we have simply assumed to be Crab
like. How realistic is this assumption? The few pulsars we can directly associate 
with young (~ 103 yr) supernova remnants are the Crab pulsar itself, PSR 0540-
69 in the LMC, and PSR 1509-58. These pulsars have periods of 33, 50 and 150 
milliseconds respectively. The Crab and PSR 0540-69 are copious emitters of pulsed 
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X-rays whereas PSR 1509-58 is about a factor of 100 less luminous in this band. 
The typical conversion efficiency of rotational energy loss to X-rays is of the order 
of 10-3 - 10-2 (Seward 1985). So that if the pulsar in Supernova 1987 A rotates 
at the supposed birth period of the Crab ('" 17ms see Ostriker 1987) its luminosity 
should be more than an order of magnitude greater than the present-day Crab. 

The most pessimistic scenario for an X-ray observation of a pulsar in Supernova 
1987 A is that of Chevalier and Emmering (1986) and Narayan (1987), who have 
argued that the present period VS. period derivative distribution of radio pulsars 
favours periods at birth in the range .1 to 1 second. If this is indeed the case 
for the pulsar in Supernova 1987 A, we may never see any pulsar radiation from 
it. However, even then, after several years, when the envelope has thinned out to 
r;51, we should be able to observe the soft X-ray photons from the hot surface 
of the cooling neutron star. If standard cooling theories are correct (Nomoto and 
Tsuruta 1987), we estimate that an X-ray telescope such as ROSAT should be able 
to observe the neutron star in Supernova 1987 A. 

On the other hand, an optimistic extrapolation of a Crab-like pulsar back to its 
state at birth yields much higher luminosities than those presently observed from 
the Crab. If the X-ray luminosity scales like (period) -10, as has been suggested by 
Pacini (1971), we may already have begun to observe X-rays which originated on 
its surface! However, the good agreement of the optical light curve with the expo
nential decay rate of 56Co indicates that the pulsar cannot be pumping more than 
about 1040 erg s-1 into the envelope. Whatever the reader's favourite prejudice, 
the pulsar spectrum presented here can simply be scaled up and down according 
to the desired luminosity, provided that the photon spectrum remains a power-law 
with index -2. 

Are the available instruments sensitive enough to detect a Crab-like pulsar 
in Supernova 1987 A when it starts dominating the radiation from the ejecta? In 
the X-ray range, GINGA and MIR-HEXE satellites are probably at the borderline 
of unpulsed detection. However as r decreases to values around 1, the chance 
of detecting an unscattered photon becomes significant, enabling the detection of 
pulsed radiation from the stellar surface. Thus, the sensitivity for detecting a Crab
like pulsar increases. For example, the LMC pulsar PSR 0540-69 happens to lie 
in the same field of view as Supernova 1987 A and is easily detected by GINGA 
(Dotani et al. 1988). 

In the i-ray energy range above a few MeV, calculations indicate that the 
pulsar spectrum emerges almost unaffected by the ejecta once r.$lO. However, to 
observe this we must wait until 1990's, when the instruments on board the GRO 
satellite should be able to detect the pulsar if it is several times more luminous than 
Crab. 
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ABSTRACT - During June-August 1987 observations of SN1987A were 
performed by COMIS-TTM, the coded mask imaging spectrometer aboard the 
KVANT-module, which is attached to the MIR space station. Summed images 
of the LMC-field with a total integration time of 37000 sec during 
August 1987 were processed in two energy-bands: 2-10 and 10-20 keV. 

In the 3-7 keV range a 3u upper limit of 2 x 10- 4 

phot.cm- 2 .s- 1 .keV-l was determined, for a flat spectrum. For 10-20 keV 
a 3u upper limit was obtained of 1 x 10- 4 phot.cm- 2 .s- 1 .keV-l. 

Compared with the result found by the Ginga-team on Sep. 3rd 
(Dotani et al .. 1987) the low energy upper limit found with COMIS-TTM 
is a factor 3 lower, indicating possibly strong X-ray flux variation. 

1. INTRODUCTION 

X-ray emission from a region containing the supernova SN1987A was 
independently discovered from the results of the ROENTGEN Observatory 
(Sunyaev et al., 1987) in the range 20-300 keV and the GINGA satellite 
(Dotani et al., 1987) in the range 4-30 keV. 

The ROENTGEN Observatory (Brinkman et al., Smith, Reppin et al., 
1985) consists of four complementary X-ray instruments, as part of the 
KVANT module attached to the MIR space station. One of these is the 
Coded Mask Imaging Spectrometer COMIS-TTM, built by the Space Research 
Laboratory Utrecht and the Department of Space Research of the 
University of Birmingham. This paper is concerned with the analysis 
of the results of the COMIS detector. The instrument is sensitive in 
the range 2-30 keV and therefore coincides with the X-ray range 
observed with the GINGA satellite. 
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2. INSTRUMENTAL CHARACTERISTICS 

2.1 Description 

Figure 1 shows a schematic drawing of COMIS-TTM. The camera consists of 
a gas filled proportional counter (Mels et al., 1988) with a mask in 
front at some distance which casts shadows of sky sources on the 
detector. The mask consists of opaque and transparent elements of 1 
square mm which are distributed in a pseudo-random pattern of size 255 
by 257 mm (see e.g. Skinner, 1984). Each sky source in the total FOV 
(= Field Of View) of 16 by 16 degrees casts a shadow of the mask on a 
certain part of the detector, depending on the sky-position of that 
source. The detector is sensitive to photons with energies between 2 
and 32 keV, whereby Figure 2 shows the calculated sensitivity curve of 
COMIS-TTM for normal incidence. For off-axis sources the detector will 
only be partly illuminated causing the sensitivity-function to have a 
pyramidical shape over the reconstructed sky image with a FWHM of 
7.8x7.8 degrees. The total range of 2-32 keV is subdivided in 31 
channels. The detector position resolution is 0.5 mm for most photon 
energies. The energy resolution of the detector ranges from 19% at 6 
keV to 13% at 23 keV. The time resolution is 1 sec for low intensity 
sources and 0.1 sec for strong sources. For monitoring purposes the 
detector is illuminated by five radioactive calibration sources: four 
Fe55 sources and one Cdl09 source. For the reconstruction of the sky 
images it is important to note that the detector window is supported 
against the gas pressure of the detector by a window support structure. 
For further detector characteristics: see Table I. 
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Figure 1. Schematic drawing 
COMIS (from Hammersley, 
1986) 
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Figure 2. Calculated effective area of 
COMIS vs. photon energy for normal 
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TABLE I: Characteristics of COMIS-TTM. 

Energy-range 
Field of View 
Mask area = Detector area 
Mask-detector separation 
Window material 
Gas 
Angular resolution 
Mask transparency 
Mask element size 
Detector pixel size 

2.2 In flight performance 

2-32 keV 
7.8 x 7.8 degrees FWHM 
25 x 25 cm2 

184 cm 
200 ~m Be 
95% Xe, 5% C02 at 1.1 atm. 
2 arcminutes 
50% 
1.0 x 1.0 mm 2 

0.375 x 0.375 mm2 
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The detector imaging performance is as expected and will be discussed 
later. The spectral performance is somewhat less than expected. 
Consequently spectral diagnostics are more elaborate: corrections have 
to be made which are dependant on background countrate. As a 
consequence only observations at relatively low background rates are 
useful. 

3. RECONSTRUCTING SKY IMAGES 

Detector images consist of mask-shadows of one or more sources 
superimposed on a diffuse X-ray background level. To obtain a sky image 
the detector image has to be decoded. For a thorough description of 
reconstruction-methods we refer to Hammersley (1987). Here we give a 
short resume of the method we followed. 

After choosing a time interval and an energy range the detector 
image is binned into 1 by 1 mm pixels conform the dimension of the mask 
elements. Then this image is correlated with the mask pattern in the 
following way: 

C(i,j) = L D(k,l) * M(k+i,l+j) 
k,l 

where D is the detector image, M represents the mask pattern and equals 
1 if the element (k+i,l+j) is open and -tk/(l-tk) if that element is 
closed, with tk the transparency of that part of the mask which is used 
for the reconstruction of sky-element (i,j). tk varies within 4% of the 
mean value of 0.50 for the FWHM of the FOV. The advantage of the use of 
this so called tk-correlation over the normal correlation (M=l for open 
and 0 for closed elements) is that the average countrate at empty 
reconstructed sky parts will become zero. 

After this correlation images can show a strong regular structure 
that is caused by the window support structure. This structure is 
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eliminated by processing the detector-images beforehand: at the known 
positions beneath the support structure the countrates are set to the 
mean of the whole detector. An additional cleaning is necessary when 
strong sky sources are present towards the sides of the FOV. These cast 
shadows of the support structure on the detector, giving still rise to 
regular structures in the image after the previous reprocessing is 
done. This can be avoided by redefining the width of the support bars 
to such an extent that shadows of the off-axis sources will be beneath 
the widened support structure. In the case of the observations of 
SN1987A, discussed hereafter, the support structure was widened by a 
factor 2.5, to eliminate the shadow-effect of the off-axis source LMC 
X-2. A disadvantage of this processing is that counts will be lost that 
are under the widened support structure. For the SNl987A-observations 
this amounts to a loss of 25%. On the other hand weak sources will be 
easier distinguishable after the regular structure has been eliminated. 

It is also possible to make reconstructed sky images utilizing the 
0.375 square mm size of the detector-pixels. Before correlation the 
mask pattern is then subdivided into 0.375 by 0.375 mm 2 bins. Sky 
images of strong sources in detector-resolution clearly show the PSF (= 
Point Spread Function). Checks on the PSF with observations of the 
sources Cyg X-I, Her X-I and LMC X-l confirm the preflight predictions 
satisfactorily. By determination of the center of the observed PSF it 
is possible to find the sky-position of .the source with an accuracy 
which depends on the number of accumulated counts and which amounts to 
0.8 arcminutes in the worst case. 

4. OBSERVATIONS ON SN1987A 

4.1 Observation characteristics / summing of images 

COMIS-TTM observed SN1987A in three periods: 10-12 June, 16 July and 
10-23 August 1987. The total integration time was 41000 sec. The FOV of 
each session was centered roughly around SN1987A and included sources 
as LMC X-l, X-2, X-3, X-4 and the pulsar 0540-693. Because most 
integration time, 37000 sec, was obtained in the August period we will 
concentrate here on these observations. 

About 50 images were taken from this period, each having a slightly 
different orientation towards the sky. Before the images could be added 
each session had to be shifted and rotated to a reference. The shift 
and rotation parameters were calculated from the positions of LMC X-l 
and X-2, which were prominent in all images. 

4.2 Results 

Summations were made in 2 energy bands: 2-10 keV and 10-20 keV. 
Figure 3 shows a 3-dimensional plot of the sum in the lower energy 
band. Clearly visible are the strong sources in the FOV: LMC X-I, X-2, 
X-3 and X-4. Figure 4 is a contour map of a 1.5 x 1.5 degrees part of 
Fig.3, cross correlated with the PSF in detector resolution and 
including LMC X-I, the pulsar 0540-693 and the position of SN1987A. 
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LMC X-1 

LMC X-2 

Figure 3. 7.8x7.8 degrees part of the summed image in 2-10 keV in 10-23 
August, including the sources LMC X-l, X-2, X-3 and X-4. The total 
integration time is 37000 sec. 

Because COMIS-TTM has not observed the Crab-nebula yet, the 
supernova remnant 0540-693, observed with a significance of Sa, has 
been used as a calibration-source, being a Crab-like 1 mCrab (2-32 keV) 
strong remnant containing a 50 ms X-ray pulsar (Seward et al., 1984). 
As can be seen the optically determined position of the supernova 
(McNaught, 1987) coincides with a 3a peak within a distance of 2 
arcmins from the peak-position. The 3a peak does not coincide within 
0.8 arcmin with the position of SN1987A as would be expected if the 
peak originated from SN1987A. Therefore an upper limit is derived of 
2.0 x 10- 4 phot.cm- 2 .s- 1 .keV-l (35) in the energy-range 3-7 keV. 

Upper limits in 10-20 keV and for the other two observation 
periods, expressed in phot.cm- 2 .s- 1 .keV-l using a flat energy spectrum 
as well as a Crab like spectrum in 2-32 keV, are given in Table II. 

4.3 Comparison with other observations 

Dotani et al. (1987) observed a two component spectrum of SN1987A: 
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Figure 4. 1.5 by 1.5 degrees part of Fig.3, cross correlated with the 
in-flight determined PSF, in a contour map. Contour levels are given 
for 2, 3, 4, 5 and 10 a. The crosses indicate previously determined 
positions of the sources. Coordinates are pixel indices. 

a soft X-ray power-law spectrum up to -12 keV and a hard tail. If one 
extrapolates their spectrum from 4 to 3 keV it results in a flux of 
6 x 10- 4 phot.cm- 2 .s- 1 .keV-l (3-7 keV) on September 3rd. This is a 
factor 3 higher than our 3a upper limit, which is averaged over the 
period 10-23 August. A possible explanation for this discrepancy is a 
rather fast variation in the X-ray lightcurve. 

The 10-20 keV results are reasonably in agreement with those found 
by the Ginga team (1 x 10- 4 phot.cm- 2 .s- 1 .keV-l detection) and those 
found by examining the data from the other three ROENTGEN-telescopes 
(Sunyaev et al., 1987). 

TABLE II: Photon upper limits of SN1987A in phot.cm- 2 .s- 1 .keV-l for a 
flat spectrum. The last column contains Crab-spectrum upper limits, 
expressed in mCrab. Upper limits are 3a-values. 

chs.4-l4 
june < 4.5 x 
july < 2.3 x 
august < 2.0 x 

(3-7 keV} 
10- 4 

10- 3 

10- 4 

chs.20-27 (10-20 keV} 
< 2.2 x 10- 4 

< l.l X 10- 3 

< l.0 X 10- 4 

Crab-spectrum 
< l. 2 mCrab 
< 6.0 mCrab 
< 0.6 mCrab 



323 

5. SUMMARY AND DISCUSSION 

The summed image observed with the COMIS-TTM instrument of a region of 
7.8x7.8 degrees of the Large Magellanic Cloud clearly exhibits 5 
sources, resolved with a position resolution of typically 2 arcmin. 
These are LMC X-l, X-2, X-3, X-4 and the pulsar 0540-693. This last 
(weak) source has been used for calibration. A region of 1.5xl.5 
degrees around SN1987A shows in addition three small peaks exceeding 
the 3a limit of the noise in the background, consistent with 
statistical expectation. One of these coincides within 2 arcmin with 
the position of SN1987A, but it is located too far away to assign this 
peak with enough certainty to SN1987A. Thus an upper limit of 2xlO- 4 

phot.cm- 2 .s- 1 .keV-l was derived in 3-7 keV, a factor 3 lower than the 
X-ray flux observed by GINGA from SN1987A a few days later. 

Possible origins of the X-ray emission include 1) thermal emission 
from a hot plasma compressed and heated by the supernova shock wave, 2) 
Compton scattered gamma radiation from the radio active decay of sOCo 
and 3) X-ray radiation from a young fast pulsar. These mechanisms are 
further discussed in Sunyaev et al. (1987). 
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55433: A BLACK HOLE CANDIDATE? 

Totllaz Zwitt.er & Massimo Calvani 
Info'national Sch.ool for Adl1anCf'd Stlldi€8 
Stmda ('o.<tiaa 11 84014 Tri€.<tc, Ita1y 

Ahstract. St.ewart d al. (1987) recently derived limit.s on t.he masses and dimensions 
of t.he component.s of t.he SS433 binary syst.em. In this paper we show how their limits 
can he improved hy using a hetter Roche lobe geometry and taking account of the fact 
that. t.he accretion disk in t.his syst.em, which is geometrically t.hick according to optical 
ohservations (Wagner 1986), may occupy a considerahle fraction of the Roche lohe of the 
compact ohject. Our results are based on t.he minimum amount of information from X-ray 
and opticalohservations. We find t.hat the mass of the compact object is ~ 10M0 and 
that. t.he length of the X-ray jet is L j ~ 1.4 X 1012 em. 

1. ASSllluptions and constraints 

In this article we nse the following assumptions defining t.he geomet.ry of the system: 
(1) All of the 2-1 0 ~'f V hand photons come from that part of pach jet hetween the exit 

from thp disk funnPl and t.hp end of the X-ray jet (which has length L j ). 

(2) The jets are exactly oppositely aligned. The axis of their precession cone is perpen
dicular to the orhital plane of the system. The cone opening angle n is 19 0 .8 and 
the system inclination ang)p i is 78 0 .2 (Margon 1984). The prpcession is retrograde 
(Leihowitz 1984). 

(3) The rotation axis of the star is nearly perpendicular to the orhital plane. The star 
co-rotates with the orbital motion (Leihowitz 1984) and so the usual Roche-lobe 
geometry is valid. 

(4) The star fills its critical lobe. 
(5) The size and shape of the disk is arbitrary (we shall comment on this later) but 

the optically thick part of it is inside the disk's critical lobe. 
We use the following constraints obtained from the measurements by WTS and Stewart €I 

aL (1987, hereafter STW): 
(a) Only the X -ray jet pointing towards the observer was seen at the particular pre

cessional phase of their mea.mrements; the red-shifted jet was obscured by the disk 
(WTS). 

(h) At t.he times of measurements 2 and 3 (Table 1) the jet was partly eclipsed hy the 
star. Therefore the partial eclipse lasted at least from the beginning of measurement 
2 to the end of measurenlf'nt 3. 
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(c) The system showen some X -ray brightness during all measurements (Table 1). 
Therefore, if t.he blue-shifted jet was tot.ally eclipsed, it happened between the end 
of measurement 2 and the beginning of 3. 

JD 13-day orbital phase 
(mid-exp) (heg-exp) (end-exp) eclipse 

1 2,445,965.219 0.7538 0.7644 no 
2 68.042 0.9705 0.9793 partial 
3 69.010 0.0393 0.0587 partial 
4 70.667 0.1685 0.1827 no 

Table 1: EXOSAT observations (adapted from STW). 

Fig. 1 shows clearly what the constraints are on L j and the mass ratio q = M",/M •. The 
limit.s which we get. are more stringent than those obtained by STW, which are also shown 
in Fig. 1 for comparisoIl (dotted lines). Using the orbital ephemeris (Kemp et ai. 1986) we 
get as allowed ranges (dashed triangle in Fig. 1): 

0.295 < q < 0.65 0.207 < L j < 0.35 (la) 
while if we use only time differences between the measurements (solid line triangle in Fig. 1) 
we get: 

0.245 < q < 1.39 0.OR4 < L j < 0.42. (lb) 
In order to translate the relative sizes and mass ratios into absolute values we use 

t.he mass function f(M) "" M~/(M* + M",j2 ~ 10.6M0 (Crampton and Hutchings 1981; 
Margon 1984) derivecl from Hell -X4686 emission line velocities. Using eq. (la) we get: 

17.7M0 < M. < 28.9M0 (2a) 

4.6 X 1012 em < A < 5.9 X 1012 em 1.2 X 1012 em < L j < 2.1 X 1012 em 

while the more conservative limit from eq. (1b) gives: 

(2b) 

4.4 X 1012 em < A < 8.6 X 1012 em 7.1 X 1011 em < L j < 3.6 X 1012 em 

Not.e that. the mass function is calculated using K = 195 ± 19 km/s. However, if 
onE' allows the possihility of [( :ceo 157 km/s, instead of the average value as in eq. (2), the 
most conservative limit on M., t.urns out t.o he 2.1M0 . 
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Fig. 1. Con~traints on tlw 1f'llgth Lj of thf' X-ray emitting j"ts and Ih" mass ratio q for 
t.he SS4a3 syst.f'1lI (sef' text.). The f'fff'ctive radius of t.he Hoche-lolw of t.1H' Ilormal st.ar is 
given for reference. The hinary separat.ion is denot.ed hy A. 

2. Discussion and conclusions 

The main result. of this paper is the determination of allowed ranges of lllass and dimension 
of t.hf' syst.em component.s without any assumpt.ion on t.he disk shape: the values which 
we have derived for L j and q are therefore the least stringent ones. One conld of course 
choose a part.icular geomet.ry for t.he disk shape (as in WTS); on the other hand, we know 
t.hat. the disk is geometrically t.hick (Wagner 1986; the t.hickness rat.io is > 0.7 and the sizes 
of the st.ar and t.he disk are comparable; see also Anderson d al. 1983) and therefore we 
believe t.hat. our resu\t.s would not. change much if we did t.his. 

The lower mass limit. for t.he compact. object is, of course, the most int.erest.ing 
result. Causality arguments alone (Shapiro and Teukolsky 1983, p. 264) imply that such a 
massive compact. object shol1ld hf' a hlack hole. 

An approach similar t.o ours was used for t.he opt.ical part of the spectrum by 
Leibowit.z d al. (1984); their result.s indicate t.hat 0.43 < q. Using 10.6M0 for the mass 
function one then gets 9.4M0 < M:r. This range of masses overlaps with ours. 

We conclude that the compact object in SS433 is very prohably a black hole whose 
mass is of the order of M", = 101110 . In this case the mass of the normal star is 23.M0; 
the separation between t.he centers of mass is then one third of the astronomical unit and 
the effective radius of the star is 45 per cent of the separation. The maximum lengt.h 
of t.he jets is L j = 1.5 X 1012 em. This implies a mass flow rate of 10-6 M0 y-l and 
a kinematic luminosit.y in the jets of 2 x 1039 ergs s-l (WTS; Ogelman 1986; Spencer 
1984; Sarazin et al. 1980). Such an enormous kinemat.ic luminosity requires an even larger 
radiat.ive luminosity (see however Katz 1986); the accretion rat.e in t.he syst.em is therefore 
supercrit.ical and t.his implies, on t.heoretical grounds (Calvani and Nobili 1981), that the 
accret.ion disk must. be geomet.rically t.hick, in agreement with the ohservations (Wagner 
1986; Antokhina and Cherepashchuk 1985). 

Supercritical accret.ion ont.o a black hole spem" therefore to be the best explanation 
for t.his most. unusual astronomical phenomenon. 
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SOLITARY NEUTRON STARS AS GAMMA-RAY SOURCES 

M. Ruderman* 
Department of Physics and 
Columbia Astrophysics Laboratory 
Columbia University 
New York, NY 10027 

ABSTRACT. Very high energy particle accelerators exist in the outer magnetospheres of some 
rapidly spinning solitary radiopulsars. The production of e± pairs and -y-rays associated with these 
accelerators evolves as the pulsar spins down. Expected evolution proceeds frpm a weak -y-ray 
source to a stronger Crab-like pulsar, then to a Vela-like pulsar, to a much stronger Cos B source, 
and, after several .104 years, to an extinct aligned Vela-like neutron star whose further spin-down 
is quenched. The latter can be reignited to be a transient Gamma Ray Burst source by various 
"match-like" phenomena. Reasons are given for the different evolution of canonical radiopulsars. 
Outer magnetosphere accelerators in millisecond pulsars and around magnetized neutron stars with 
accretion disks are also considered. 

1. Introduction 

Most observed pointlike sources of MeV-GeV cosmic -y-rays are still unidentified. These may be 
mainly solitary neutron stars as are several of the identified sources. Galactic starlike -y-ray sources 
include the following: 

1) Accreting X-ray pulsars. These are certain strong magnetic field relatively slowly spin
ning, neutron stars in binaries (Massive X-ray Binaries) which seem to be sources of 
TeV -y-rays (cf. Turver 1989; de Jager 1989). 

2) The Galactic Center Region source. This energetic radiation (e.g. Riegler et al. 1985) 
have been interpreted as MeV -y-ray emission from several Low Mass X-ray Binaries 
(Kluzniak et al. 1988). 

3) Rapidly spinning radiopulsars. The young rapidly spinning Crab and Vela pulsars are 
strong MeV-GeV -y-ray sources. These and other short period radiopulsars seem also 
to have been observed as TeV -y-ray sources. Among all of these only the Crab pulsar 
is also a strong X-ray source; for Vela L", < 1O- 2 L..,. (cf. Turver 1989; de Jager 1989) 

4) Unidentified Cos B sources. About 20 otherwise unidentified strong point-like sources 
of 102 -103 MeV -y-rays have been observed in our Galaxy (e.g. Bignami 1987). Their 
-y-ray luminosity is in the range (0.4 - 5) . loJ6erg s-l. They have not been observed 
in X-rays, implying Lx :s 10-3 L..,. 

5) Gamma Ray Burst sources (GRB's). During their brief transient bursts these can be 
the brightest ,-ray sources in the sky (e.g. Liang and Petrosian 1986). A small subset, 
which we shall not consider further, consists of repeaters with a soft spectrum that 
does not seem to extend above an MeV. The others have spectra observed, so far, in 
the range 10-2 - 102 MeV. The bursts last between 10-2 and 102s. GRB's have been 
observed at the rate of 2 to 3 per week but do not appear to repeat from the same 
source during observations extending over a decade. The bursts seem to originate from 

* Research supported in part by NSF grant AST-86-02381 
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an isotropic distribution of sources. If these GRB sources are in the Galactic disk 
there must be at least 105 of them. Are the GRB sources neutron stars? The case 
for such an interpretation is largely circumstantial but, nevertheless, rather persuasive. 
a) There are submillisecond structures in some bursts suggesting a radiating source 
size ~ 107 cm. b) A 450 KeV bump often claimed in the photon spectrum can be 
interpreted as e+ - e- annihilation r-rays gravitationally redshifted by propagation 
out from the neutron star surface. c) The 105 needed sources exceeds the population of 
most potential Galactic source populations except for the 10" - 109 neutron stars. d) If 
not neutron stars what else can they be? (e.g. Paczinski and Gordon 1987 for another 
answer). If GRB sources are indeed neutron stars, are these in accreting binaries where 
the companion is necessary for the source or solitary? The total number of neutron stars 
in accreting binaries may possibly be as large as the needed 105 . However, only that 
small subset of neutron star binaries in which accretion is too small to give an observed 
X-ray source, but large enough to power large bursts every decade or so (neutron star 
accretion rate - 1O- 15M0 yr- l ), is a potential GRB source population. This narrowly 
defined subset is expected to be too small to contain the needed 105 sources. If the 105 

GRB neutron stars are part of the population of 108 solitary ones, the typical age of a 
GRB neutron star cannot be much less than 107 yrs. 

We shall review in this paper some general features of a model for the r-ray sources in the radiopulsars 
of family 3), how they evolve, and how they may, in the future, develop into the r-ray sources of 
families 4) and 5). (Ruderman and Cheng 1988, hereafter RC; Ruderman 1987b). The r-raly spectra 
of these three families is sketched in Fig. 1. For r-ray energies above one MeV there is a qualitative 
similarity among them. At much lower energies only the Crab maintains a luminosity comparable 
to that in r-rays and we turn first to that special source. 

~ ___ ~Ge,84085 

~-r--_-"C'ob Pulsar 

.! 
~ • 

Photon EnerGY {KeV} 

Figure 1. Spectra of two hard apedrum GRB's, GB 780325 and GB 780325 (Sbare d .1. 1986, 
EpsteiD 1987), the Crab pulsar, the Vela pulaar, and unidentified Cos B lOureee. The dotted extrap
olation of Vela', X-ra.y spectrum is the theoretical one of Cheng, Ho, ILIld Ruderman (1986b) bued 
upon synchrotron radiation from e-Je+ whieh do Dot survive in Vela's outer magnetosphere long 
enough to loae all of their energy. A much more steeply decreasing X-ray spectrum is Dot achievable 
in such models a.od a leas steep one would exceed measured upper bounds. The designated X-ray 
CoR B upper bound asaumes L~ ~ 10- 3 L.., as the criterion for no X-ray detection. (The spectral 
intensity acale ia &l'bitrary.) 

2. Outer Magnetosphere Plasma Gaps and Crab Pulsar Radiation 

About 10-3 of the spin-down energy of the Crab pulsar is radiated into two subpulses whose arrival 
times are energy independent over a photon energy range extending from optical to above 1012 eV 
(e.g. Dowthwaite et al. 1984). The rest seems to be emitted in a 103gerg 5- 1 TeV wind which 
sustains the surrounding nebula's emission and accelerated expansion (Kennel and Coroniti 1984; 
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Ruderman 1987b). Since e± are produced by I-rays it seems simplest to suppose that there is a 
particular region near the neutron star which is the source of both the observed I-rays and the huge 
e± flux. Because that region must allow the escape of 1012 eV I-rays the local magnetic field (B) 
cannot greatly exceed 106 G. The region cannot be too far from the star or the I-rays from it will not 
find sufficient target photons (or B) on which to conver to e± pairs. These two constraints suggest 
a strong particle accelerating region near the "light cylinder" at r - cn- I - 108 cm in which there 
is a large electric field (E) component along jj to accelerate e- /e+ to energies enough to account 
for the pulsar's double pulsed energetic photon spectrum and e± production. 

A region within a pulsar's light cylinder with a large steady E . jj which accelerates e- /e+ to 
ultrarelativistic energies can exist only where there is almost no magnetospheric plasma, instead 
of the canonical one of net charge density n . jj /27rc needed to keep E . jj - 0 in the rest of the 
corotating magnetosphere. Such a charge deficient region ("gap") in the outer magnetosphere is a 
common feature of a variety of models and is an expected consequence of assumed magnetospheric 
current flow patterns (Cheng, Ho, and Ruderman 1986 a and b, hereafter CHR I and II). We shall 
use the model of CHR I, II for further analysis but expect the general features of the evolution 
which results to be more robust than model details. Because of charge separated current flow a 
stable outer magnetosphere gap forms and expands in the regions indicated in Fig. 2. 

Figure 2. Outer gap accelerator regioos in t.he eRR I, II model. The charge deficient regions in wbich 
E . B i: 0 an .haded. Moet of the ,.-ray production tomes from synchrotron radiation and inverse 
Compton acatLering at the gap boundary. Two fan be&lDi oflonptudinal width 80 - __ /2 would be 
obaervable. Croaed 1-ray beams fill tbe rest of the magnetosphere with pairs from i+"'! - e+ +t-. 
A very small fradion of the e-je+ are reverlled by weak i·8 to keep E· B _ 0 everywhere except in 
the accelerator gape. The dotted line 00 which (). B vanishes separates re~ons in which net current 
is curied by e- moving in and e+ moving out, tbe needed source coming from the e.:t produdioo. 
A pair of p<l88ible secondary gaps is alao indicated (but theee may b~ qu~ncbed by primary gap 
powered pair pfodudioo). 

When such a gap begins to grow, the accelerating E . jj in it also increases until the resulting e- / e+ 
accelerator becomes strong enough to support so much e± production that the supply of pair plasma 
quenches further gap growth. For the Crab pulsar this is the result of a series of processes (CHR 
II): 

a) An e± pair produced in the gap is instantly separated by the large E. jj there which ac
celerates the e- and e+ in opposite directions. Because of magnetic field line curvature 
each lepton radiates multi-GeV curvature r-rays. 

b) These are converted into e± pars in collisions with keY X-rays [from d) below). Pairs 
created in the gap repeat process a). 

c) Pairs created beyond the gap boundary lose their energy to synchrotron radiation 
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(optical to MeV) and to higher energy ,-rays from Compton scattering on the same 
X-ray flux responsible for the pair creation. 

d) The X-ray flux from the synchrotron radiaiton of c) is that which initially caused the 
curvature radiation ,-rays of a) to materialize and the illverse Compton scattering of 
the pairs in e). Since the entire series of processes is powered by the extremely energetic 
e- and e+ of a) moving in opposite directions within the gap, all of the resulting fluxes 
of photons and e± pairs are also oppositely directed. The pairs and ,-rays moving in 
one direction then interact mainly with the X-rays moving oppositely. 

e) A third generation of e± pairs comes from partial materialization of the crossed ,-ray 
beams from c). 

The above processes a) - d) "bootstrap" the creation of an e± plasma until enough is produced 
to form a gap boundary layer which quenches further growth. The calculated spectral shape from 
1-109 eV which results from them fits the crab pulsar observations in Fig. 1. Some 1013 eV emission 
(not shown) is expected from inverse Compton scattering of gap e- /e+ on optical photons in the gap 
from process c) and from the synchrotron radiation by the e± pairs these ultra high energy i-rays 
make beyond the gap boundary. (Radiation reaction limits gap e- /e+ to about 1013 eV. Higher 
energies would be given to protons whch traverse the entire 1015 Volt gap potential drop. These 
1015 eV protons can make lTD-mesons in collisions with the soft X-ray photons from the Crab pulsar, 
but 1015 eV ,-rays from lTD-decay could escape without conversion to e± by the magnetospheric 
B only if the lTD is made well beyond the pulsar light ·cylinder. Nebula matter is another possible 
target for lTD production). 

3. :El'om the Crab to the Vela Pulsar 

Observations of the Crab and Vela pulsars imply that these spinning neutron stars differ only 
in their spin periods: the Crab has a period P ~ 3 X 1O- 2s while for Vela P ~ 9 X 1O-2s. Both 
pulsars appear to have the same dipole field strengths (surface dipole B. ~ 4 x 1012G) and an almost 
identical double subpulse structure which suggests very similar relative orentations between their 
spins and magnetic dipoles and probably also with the line of sight to us. It seems very plausible, 
therefore, that in less than 104 years, when the Crab pulsar's spin will have slowed to that of Vela, its 
observed energetic radiation will have evolved into that seen today from Vela. This implies certain 
large changes must occur as the neutron star spin slows by a factor of three: 

1) The Crab and Vela energetic radiation spectra are similar at photon energies above 1 
Me V as shown in the spectra of Fig. 1. From the Crab the emitted power is somewhat 
greater in X-rays and remains strong down to optical frequencies. In Vela's spectrum, 
however, there is a sharp break at around one Me V and a very great relative intensity 
suppression at all lower photon energies. 

2) The fraction of the total spindown power of the Crab which is radiated as energetic 
radiation (~ 10-3 if the radiated beams are much more greatly extended in latitude 
than in longitude as in Fig. 2) is only 10-1 that from the more slowly spinning Vela. 

Both of these features have a natural explanation in the outergap accelerator model. 

The series of mechanisms which limit the growth of an outer magnetosphere gap in the Crab pulsar 
are not nearly so efficient in the Vela pulsar. The synchrotron X-rays of 2c), necessary for the e± 
conversion of curvature ,-rays from the gap, are greatly suppressed in Vela. This is because the time 
it takes for a relativistic e- / e+ to synchrotron radiate down to a particular characteristic frequency 
is proportional to B-3. Since Vela has about the same dipole moment as the Crab, but spins 3 times 
less rapidly, the local outer magnetosphere B is smaller by 33 = 27. This is enough to suppress strong 
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X-ray synchrotron radiation since the radiating pairs will leave the magnetosphere, either directly 
or after reflection if spiralling inward along converging magnetic field lines, before such radiation 
is strong. Vela seems to limit its outer magnetosphere gap growth by mechanisms rather different 
from those of the Crab, and the gap grows to almost 1/3 the available oute rmagnetosphere volume 
before this is accomplished. The calculated spectrum in CHR II is consistent with that of Fig. 1. 

Because of the strong synchrotron X-ray emission from the Crab pulsar's outer magnetosphere, e± 
production there can utilize more efficient mechanisms than those available for Vela. These Crab 
mechanisms become dominant for P < 5 X 1O- 2s (CHR II, following Eq. 4.23). In this faster spin 
regime (CHR II Eq. 4.19 and/or 6.7) 

( P ) 36 1 L.., - 3 2 10 erg s- . x 10- s 
(1) 

We note that for pulsars spinning more rapidly than the Crab but which are otherwise identical, Eq. 
(1) predicts that their L-y should be less. This is because in the larger outer magnetosphere magnetic 
fields of faster spinning pulsars it becomes easier to make e± pairs. The calculated evolution of -y-ray 
luminosities as a function of pulsar periods up to that of Vela is shown in Fig. 3. As a Vela pulsar 
slows to a period somewhat greater than 9 x 1O-2s, calculation of its expected L.., indicates a change 
from one which diminishes with the decreasing spin-down power to one which increases sharply until 
almost all of the pulsar's spin-down power is being radiated away as energetic -y-rays. We turn next 
to that stage of the pulsar's evolution. 
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Figure 3, Evolution of calculated .,.-ray luminOlJity (L.,) and total pulsar spin-down power as a 
function or pulsar period when P ~ 9 X 10-',. The estimated evolution of L.., for periods in tbe 
interval P(Vela) - 1.4P(Vela), aft.er which L., is .trObgly quenched, is bued upoo the diacU88ion in 
Sects. 3 and 4. The total .pin~dOWl1 power is usumed to be 7 x 10Merg ,-I for tbe preeent Crab 
(from the radiation and accelerated expansion of the surrounding nebula a.od to be proportional to 
p_.f. 

4. Future Evolution of Vela to a Stronger Cos B Source 

Key mechanisms in the symbiotic complex which sustains the e± pair production needed for Vela's 
outer magnetospheric current flow include -y + -y ..... e- + e+ by crossing radiation beams which 
contain the observed -y-ray flux. Pair production from such crossed beam photon collisions is largest 
for photon center of mass energies between the threshold 2mc2 ~ 106 eV and several MeV. As 
a young pulsar's spin slows to around that of Vela, L-y remains a fixed fraction (~ 10-2) of the 
pulsar's total spin-down power (cf. Fig. 3). However, as the spectral break exceeds several MeV, 
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the number of 'Y-rays in the beams with energies in the most effective range to make e± pairs greatly 
decreases. Moreover the suppression of the lower end of the 'Y-ray spectrum leaves many fewer 'Y-ray 
photons in the beams. Because the spectral break rises so sharply with increasing pulsar period, a 
very much larger fraction of the pulsar's spin-down power must then be devoted to sustaining the 
needed outer magnetospheric pair production and thus to the 'Y-rays associated with it. In Vela 
the outer magnetosphere accelerator already occupies around 1/3 the total open field line volume. 
As P increses even very modestly, that fraction must grow very considerably in order to maintain 
required outer magnetospher e± production until, finally, all of the avialable volume is used for 
the accelerator. Then most of the pulsar's spin-down power will be dissipated in 'Y-rays produced 
near the pulsar light cylinder. For P - 1O- 1s the consequent upper bound to the pulsar's 'Y-ray 
luminosity is 

(2) 

It has been estimated (RC) that this maximum L-y will be achieved for Vela when its period reaches 
P - 0.13 s, as is indicated by the vertical drop at that P in Fig. 3. In the interval between 
P = P(Vela) - 9 x 1O- 2s and P - 0.13s, the pulsar 'Y-ray luminosity could almost reach that of Eq. 
(3.1) as indicated in Fig. 2. The radiated hard 'Y-ray spectrum would be expected to remain that of 
Fig. 1 which can be approximated by a flux spectrum N(w) - w- 2 at the higher energy and of tis 
range (CRR II, Eq. 5.13). The number of such luminous "post-Vela" 'Y-ray sources is the number of 
Vela-like pulsars whose periods lie between that of Vela and one a factor 1.4 greater. For a nominal 
birthrate of pulsars in this family of one per 102 years the total Vela-like Galactic population in this 
period interval would be 40, a large fraction of which could have L-y approaching that of Eq. (2). 
The population, the 'Y-ray luminosity and spectrum, and the Vela-like suppression of X-ray emission 
are consistent with those of the 20 "unidentified" Cos B sources. It is tempting to suggest that the 
latter may consist of such post-Vela neutron stars with rising L-y and P - 1O-1s. 

We turn next to the evolution of these 'Y-ray pulsars when their outer magnetospheres can no longer 
sustain the large e± production rates needed to sustain strong magnetospheric current flow. 

5. Terminal Alignment of Post-Vela Gamma-ray Pulsars 

In the very luminous 'Y-ray emission phase of Sect. 4. the charge open field line accelerator region 
of the outer magnetosphere had to grow with increasing P until it occupied such a large region that 
L-y approached the entire spin-down power of the pulsar. That growth was necessary to sustain 
needed large e± creation rates there. When P lengthens still further the accelerator, already at its 
maximum relative volume, can no longer sustain the needed steady copious e± production. As a 
result we expect that a very large part of the magnetosphere current flow between the polar cap 
and the light cylinder will also be quenched. A great suppression of current flow through the polar 
cap would give a corresponding reduction its spin-down torque from i x jj inside the neutron star 
beneath the cap. Then any large further spin-down of the neutron star would have to be accomplished 
through the Maxwell torque from the radiation of the star's spinning non-aligned magnetic dipole 
moment. If the neutron star is approximated by a rigid sphere or, more realistically, as a spinning 
fluid whose shape is always R.xially symmetric about its spin axis, then that torque would not only 
spin-down a Vela-like star in about 104 years, it would also, on that same time scale, align its 
magnetic moment with n (Davis and Goldstein 1970; Michel and Goldwire 1970) and thus quench 
the Maxwell spin-down torque. Long lived solid crust deformations and neutron superfluid vortex 
pinning may complicate estimates of alignment timescale (Goldreich 1970) but crustal relaxation 
mechanisms would ultimately allow alignment. If such relaxation is within 104 years, then the 
range of final periods for the family of aligning post-Vela 'Y-ray pulsars is P - (1 - 2) x 1O- 1s if 
the current flow through the stellar magnetosphere is largely quenched (RC). (Proposed models for 
the magnetospheres of such aligned neutron stars have been given by Krause-Polstorff and Michel 
(1985 a and b). According to Michel (1986) a very small departure from exact alignment would 
result in enough magnetic dipole radiation for radiation pressure to prevent much ambient matter 
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from being pulled to the star despite the net electric charge on the star plus magnetosphere in these 
models.) Because they no longer spin-down, the expected number of solitary aligned rapidly spinning 
(P - 1 - 2 x lO- l s) former i-ray pulsars in the Galaxy could be of order the birthrate of Vela-like 
pulsars (- 1O- 2yr) times the age of the Galaxy. In Sect. 7 we consider the ways in which among 
these 108 stars many may still be transient sources of X-ray and i-ray emission. However, we first 
turn to the crucial question of why canonical radiopulsars survive unaligned for well over 106 years. 

6. Postponing Alignment in Conventional Radiopulsars 

The evolutionary scenario of Sect. 5 is certainly very different from that which describes the evolution 
of conventional radiopulsars. These pulsars have periods in the range 3 x 10- 1 < P < 3s, and 
are much older than 104 years. There is almost certainly considerable open-field-Iine current flow 
through their polar caps which is the source of RF radiation. Most significantly, typical 106 year 
old radiopulsars are not yet aligned and are spinning down canonically. How and why does their 
evolution differ so strikingly from that proposed here for Vela-like i-ray pulsars? 

One possibility is, of course, frozen crustal deformations which do not relax for 106 yrs in canonical 
pulsars. Another is variations in polar cap local magnetic field geometry whose consequences we 
now discuss. 

We note that the current flow maintained through the creation of e± pairs in a pulsar outer mag
netosphere could also be accomplished if co-moving e± pairs (or e- -positive ion pairs) were made 
elsewhere, transported into the needed "creation" region, and then separated there by a weak local 
if ·E. When e- subsequently moves in a direction opposite to that of its positively charged consort it 
is electrodynamically as if a pair were created where the separation begins. Pair creation (as opposed 
to pair separation) can much more easily be sustained above a pulsar's polar cap where B - 1012C 
than in a much weaker outer magentosphere field. Possible Pair transport before separation from 
that production area to special charge deficient regions in the outer magnetosphere is then a critical 
issue. We consider first a non-aligned pure dipole field as in Fig.4. There are several arguments and 
models for expected e± production above the polar cap on upward curving (toward n) E-field lines 
(Arons and Scharlemann 1979; Jones 1986). In all of them e- /e+ accelerated by if. E -::f; 0 give 
curvature -y-rays which materialize to e± pairs in the strong B above the polar cap. This copious 
outflowing e± plasma then shorts out almost all if . E in the regions along E through which it 
subsequently passes. A small remanant if. E need reverse only that very small fraction of e-(e+) 
needed to maintain that net local charge density - n· E/21rc along the flow which keeps if· E - O. 
The curvature -y-rays which create the outflowing e± plasma are radiated from primary e- /e+ which 
have characteristic energies along jj of about 1012 eV. Their curvature -y-rays are emitted almost 
tangent to the local E and do not materialize on downward curving open field lines. Outflowing e± 
pairs do not reach the critical outer magnetosphere region beyond the n· E = 0 ''null surface" of Fig. 
2 which the eHR model gives as the seat of outer magnetosphere e± creation and -y-ray emission. 
However, if the polar cap E field is more complicated than pure dipole, then -y-rays created on only 
a certain portion of polar cap open field lines may, nevertheless, be capable of creating e± pairs on 
all polar cap field lines as suggested by Jones (1987) and shown in Fig. 5. Such pulsars do not need 
real pair production in the region beyond the null surface to sustain full current flow through their 
polar caps to their light cylinders. They would not be strong -y-ray sources (except for those -y-rays 
made above their polar caps which escape before materializing as pairs). They would not align when 
P - 1O-1s and could remain as observable radiopulsars until polar cap e± pair production begins 
to be quenched. Only then, when P approaches the radiopulsar "death line," would the still fully 
effective Maxwell torque be expected to begin aligning the pulsar. [Evidence for such aligning at 
this stage in the evolution of conventional radiopulsars has been summarized by Blair and Candy 
(1987) and Blair (1989)). 
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Figure 4. Dipole field strudure, polar cap current (j) and e'" flow &om expected pair production 
above a polar cap. The crC88-batcbed region is that in which outer magndOlpbere pair production 
would be needed to austain the current flow. The neutron magnetic dipole moment. is i1 Md ita spin 
iaO. 

Because the Vela and Crab pulsars give strong evidence for outer magnetosphere creation of ,-rays 
and e± pairs they could be assigned to the family of radiopulsars whose polar cap magnetic field 
structure is closer to that of Fig. 4 than to that of Fig. 5: they establish e± creation and accelerator 
systems in their outer magnetospheres to maintain full global magnetosphere current flows. It is also 
possible, however, that these young still relatively hot neutron stars do not yet produce any e± pairs 
on upward curving open field lines above their polar caps. These pulsars may strip enough partially 
ionized atoms from their polar caps, as these ions are accelerated through the hot thermal X-rays 
emitted from the polar cap surface, that newly stripped ion-electron pairs could play the same role 
as e± paris in quenching if· fj on upward curving field lines. There would be no similar creation of 
such ion-electron pairs on downward curving ones. Such young pulsars should then produce e± pairs 
and ,),-rays on the downward curving open field lines in their outer magnetospheres. Only when the 
polar caps cooled would e± creation above them take over the role previously played by the creation 
and separation of ion-electron pairs. At that time continued life as a non-aligned radiopulsar or 
aligned latent pulsar/GRB source may be determined by the resemblence of the polar cap magnetic 
field structure to that of Fig. 4 or to that of Fig. 5. 

" 

Figure 5. Alteration. from Fig. 4 in the flaw of t± pain produced above a polar cap when t.he 8 field 
has a mult.ipole structure IUch that aU open field linea Deal the cap curve upward. In thi! case e± 
production and outBow occurs on aU Open field linea including thoee which reached the crc:..batcbed 
region. Pait separation tbere can replace t.he pair production otherwise needed in that region. 
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7. Transient Emission from Latent Aligned Post-Vela Pulsars: Gamma-ray Burst 
Sources 

If the magnetic field of strongly magnetized neutron stars decays substantially after 101 years, then 
only 105 of the solitary aligned rapidly spinning neutron stars in the Galaxy are still Vela-like. If 
strong dipole fields survive longer this population would be increased proportionately. It has been 
proposed (Ruderman 1987 a; RC) that members of this large population of aligned latent pulsars 
can be re-ignited during certain brief transient events (e.g. a modest flux of soft X-rays passing 
through their outer magnetospheres). Their temporary emissions would then resemble those of the 
Vela family of Sects. 4 and 5, except that the alignment of the pulsar dipole would greatly diminish 
strong modulation at the pulsar spin period. A possible 105 population is not inconsistent with the 
minimum number of distinct GRB sources discussed in Sect. 1. A GRB spectrum resembling that 
of Vela is suggested by Fig. 1. A key feature of a Vela-like model is that the main source for L.., is 
the outer magnetosphere, far enough from the stellar surface that reprocessing of i-rays into X-rays 
by stellar surface i-ray absorption does not give an (unobserved) L,,:/ L.., > 3 X 10-2 • A standard 
candle for energetic radiation up to 1 MeV of L"".., ~ 1036erg S-1 suggested by Eq. (2) is compared 
to observed GRB time integrated fluences in Fig. 6. These data do not conflict with the possibility 
that most GRB's are temporarily reignited Velas. 

'" -4 
E 
" "-

'" .! -5 
If) 

109 t' (seconds) 
Figure 6. Gamma-Ray Bunt 8uena S (time iDtesrated intensity) as a funetioo of bW'llt duration 
time from Koous experiment data (Mueta d .1. 1981) which measured maiDly X-ray. or enel'S)' < 1 
MeV. The two diagonals give the flueDce of l~etg ,-I sources at 10-2 and t()3 ligbt year distances 
(after Liang and Peir08ian 1986). 

Among many claimed but controversial GRB spectral features is an occasional (10- 1 ofGRB's) bump 
at photon energies near 450 KeV which contains over 10-2 of L..,,:z:. If this feature is interpreted as 
a 510 KeV i-ray from e+ + e -+ i + i gravitationally red-shifted on escaping from the neutron star 
surface, a 1036erg s-1 GRB source must put about 1040 e± s-1 onto the stellar surface. According to 
CHR II the Vela pulsar should be creating e± pairs at the rate N± ~ 1036s-1 and the Crab pulsar 
at a rate ~ 1039s-1 mainly from crossed beam i + i -+ e- + e+ in their outer magnetospheres 
(CHR II p. 536). A similar estimate for reignited latent Vela-like pulsars with L.., of Eq. (4.2) 
gives N± ~ 1040s-1. Those e± pairs which are created moving out of the magnetosphere along open 
field lines will escape. A comparable flux will be created moving inward along converging field lines. 
Most of these may be reflected and also escape. Some can synchrotron radiate rapidly enough to 
avoid such reflection and reach the neutron star surface where e± will annihilate with emission of a 
i-ray pair. An unknown fraction would be created on closed field lines on which all e+ would suffer 
the same fate. If, in either of the above ways, a substantial fraction of N± reach the stellar surface, 
red-shifted e+ annihilation i-rays with the claimed observed intensity would be emitted. 
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8. Possible Matches for Reigniting Latent Post-Vela Gamma-ray Pulsars 

The first observations of GRB's were very quickly followed by a large number of suggested models 
in which neutron stars were the sources. Examples (e.g. see Taam 1987) included neutron stars in 
binaries with occasional nuclear explosions of accreted material or accretion instabilities. Models 
with solitary neutron star sources involked cometary or asteroidal impacts, internal structure read
justments, surface magnetic field reconnection and flares, and explosions from interstellar matter 
accretion. A scaled down version of any of these could serve simply as a "match" which injects 
enough soft X-rays or plasma into the partially charge depleted outer magnetosphere of a latent 
,-ray pulsar to reignite, temporarily, outer magnetosphere e:!: production and the ,-ray IX-ray emis
sion associated with it. The match need supply only a modest power, just enough to support closing 
of the outer magnetospheric current circuit where it was opened by a charge deficient void, and allow 
the former pulsar to radiate again at nearly its full spin-down power. 

Quasiperiodic surface explosions of accreted interstellar matter may be the most plausible match 
candidate for igniting a solitary latent ,-ray pulsar. That accretion mass flow down onto the stellar 
polar cap should, however, not continually spin-down the neutron star prior to the transient ex
plosion. It has been estimated (RC) that a polar cap X-ray burst from runaway nuclear burning 
of accreted interstellar matter may be repeated at intervals of order 102 yrs. The relatively weak 
match with L", '" 1034erg S-I could stay lit for up to 102 s. and supply enough soft X-rays to keep 
a latent outer gap active with an L.., '" 102 L",. 

9. Evolution in a Millisecond Gamma-ray Pulsar Family 

The magnetospheres of low magnetic field millisecond pulsars are qualitatively similar to the outer 
magnetosphere of Vela. the maximum potential drop from charge depletion which can be realized 
along jj and the maximum current flow are both proportional to B.p-2; the maximum luminosity 
L oc B; p-4. The position of the spectral break in the ,-ray IX-ray spectrum is proportional to 
B;3p7. These quantities are compared for Vela and the millisecond pulsar PSR 1937 in Table l. 
The ,-ray luminosity of the millisecond pulsar is expected to be much less than that from Vela 
despite the similarity in total spin-down power (CHRlI p. 529). The millisecond pulsars may be 
expected to contain the same two subfamilies as those of the Vela-like pulsars of Sect. 6, one of 
which "soon" aligns. That millisecond pulsar family may also go through an evolution which passes 
through Cos B sources and ends as GRB sources. However, with the same spin-down power as a 
Vela-like pulsar the millisecond pulsar will stretch the duration of the Cos B evolutionary phase 
by the ratio of its spin energy to that of Vela, (9 x 10- 2 /1.5 x 10-3)2 '" 4 X 103 . Therefore the 
formation rate of millisecond pulsars need be only 3 x 10-4 that of Vela-like pulsars for them to be a 
significant part of, and perhaps even most of, the Cos B sources. Such a birthrate does not conflict 
with the observed population of millisecond radiopulsars. If millisecond pulsars are almost 10-1 of 
all radiopulsars (Taylor 1987) and each survives as a radiopulsar for 108 - 1010 years, then they 
could constitute 10-2 - 10-4 of all neutron stars. If their aligned latent millisecond pulsar cousins 
are similarly abundant they would have a birthrate 1002 - 10-4 that of Vela-like pulsars and evolve 
into 104 - 106 potential GRB sources. 



AVmu (volta) Jmu (amps) Spectral btuk 

(M.V) 

Vela 5 X 1011 

PSR 1937 0.1 

Table 1. The maximum potential drop (AVm_), cur~Dt (Jm .. J. ADd .~ct.ral break. eDerg)' in the 
outerm&gnetotpberl! of the Vela pulsar and thoee obtained by acaling tbem w lobe milli8econd pulaar 
PSR 1937 as diecuaaed in Sect. O. 

10. Accelerator Gaps Al'ound Neutron Stars with Accretion Disks 
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The model outer magnetosphere accelerator gaps and the r-rays they power are a consequence of the 
inability of the neutron star's distant environment to corotate with its magnetosphere. For a solitary 
star this environment is the universe beyond its light cylinder. For a neutron star connected by its 
magnetic field to an accretion disk whose inner regions rotate more rapidly than the star similar gaps 
can exist. An example of such a gap is sketched in Fig. 7. Parts of the neutron star magnetosphere 
directly connected to it corotate with the star. These parts of the magnetosphere directly connected 
to the differentially rotating disk (with inner angular frequencies nd > n.) corotate with that part 
of the disk to which they are connected. Separating these two parts of the magnetosphere and 
enclosing the "null surface" cone on which n . jj = 0 is an empty gap. Everywhere above (below) 
that surface in the magnetosphere there are only positive ions (electrons) on which the total force (F) 
from electric field, gravitational pull, and centrifugal acceleration satisfies F . jj = O. The potential 
drop across the gap from 3 to 4 in Fig. 7 is 

(3) 

which can be comparable to that achieved from the Crab and Vela pulsar outer magnetosphere gaps. 
The kinds of radiation which come from the disk-star gaps are, however, very different from those 
discussed earlier because these gaps are usually imbedded in an intense flux of accretion powered 
X-rays. Details will be given elsewhere (Cheng and Ruderman 1988). 
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Figure 7. Charge eeparated magnetwpbere .trudure around a 'pinniD.j! Dl!'ut.ron .tar witb an &liped 
magnetic morDent and accret.ion dilk, The dilk .. presumed k> rotate more rapidly (at leut OUl 

ita inner ed,e) than lbe nar. The dashed line deaiplatea tbe "null .unace- oa wbich n· 8 = O. 
Above (below) it all mapetosphere charge is +(-). The ",biw: areu corotat.e with the .tu witb 
angular frequency n •. In the dotted .rea nelative charge corotal.el with that part of the dilk to 
which it is connected b)' D, The vertical.t.riped area ill empty "gap" in wbich charged particles caD 

be aceelerated &ionl B. Where the magnetospbere char~ den.ity doea not vanish all forc~ OD it 
an perpendicular to B. 
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Abstract 

The paper presents the results of an observation of the PSR0531 +21 in the 
low energy gamma ray range, made on 11 th July 1986, during the balloon 
flight of the F. I. GA. R. O. experiment. 
The pulsar light curves in two energy bands are shown and a comparison 
with others in different energy ranges is made. 
The phase-averaged spectrum between 0.2 and 6 MeV is found to be 
compatible with a power law of spectral index 2.2. 

Introduction 
The Crab pulsar (PSR0531 +21) is one of the most extensively studied 
sources from radio frequencies to gamma rays. There are, however, only 
few data in the low energy gamma ray range because of the rather poor 
value of the signal to noise ratio usually obtainable in normal experimental 
conditions. 
In the present work we briefly describe the results of an observation in the 
energy range 0.2 - 6 MeV of the Crab pulsar carried out on July 11th 86 
with the F. I. GA. R. O. (French Italian GAmma Ray Observatory) balloon 
borne experiment. This is a wide field detector (Agnetta et al. 85) 
specifically designed to observe sources with a well established time 
signature, like pulsars. It is composed of nine modules of Nal crystal 
scintillator with a total geometric area of 3600 cm2, and a thickness of 5 
cm. The effective area is equal to the geometrical one up to 0.3 MeV and 
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goes down to 2000 cm2 at 4 MeV; the energy resolution is 16% at 0.6 
MeV and the time resolution is 20 Ils. The gain control is implemented by a 
tagged source (Na22) at 0.511 MeV. 

The principal detector is shielded from the environmental background by 
twelve Nal modules around the sides and by four blocks of plastic 
scintillator on the bottom. Charged particles coming from the top are 
anticoincided by a thin plastic scintillator blanket (0.5 cm) covering the 
experiment. In order to reduce furtherly the high energy background, each 
module of the principal detector is in anticoincidence with each one of its 
neighbours. 

The observation of the Crab pulsar was made during a trans
mediterranean balloon flight at an altitude corresponding to a residual 
atmosphere of 4 mbar . The average count rate at the ceiling was about 
1350 counts/sec., implying a telemetry dead time of 10%. The duration of 
the observation was about three hours. 

The PSR0531 +21 light curve 
In order to compute the Crab light 
curve the photon arrival times were 
reduced to the Solar system 
barycentre and then folded with the 
pulsar's period, taking also into 
account the variation due to its first 
derivative; the pulsar ephemeris has 
been kindly provided by A.G. Lyne 
(Jodrell Bank). The resulting c:: 

phase values were binned in the ;e 
CIl 

50 channels histogram showed in ~ 
fig.1a. <3 

The well known double peak 
structure is here clearly evident with 
the second peak at a separation of 
0.39 from the first one. Moreover 
the light curve shows unexpected 
features at phases 0.2, 0.45 and 
0.58, each one with a statistical 
significance of about 3 standard 
deviations. The first one is mainly 
apparent above 0.42 MeV (fig. 1 c), 
while the two others are visible over 
the full energy range (fig. 1 b, 1 c). 

124000 

I lo- b) 

120000 

n....nn u .. · .... -· .. · 
116000 

0.2 0.4 0.6 0.8 1.0 

Phase 

Figure 1. Crab light curve: a) 0.2 - 6 MeV, 
b) 0.2 - 0.42 MeV, c) 0.42 - 6 MeV. 
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A comparison of our light curve with some others in different 
energy ranges is shown in fig .2. The first peak is dominant over the 
second one from the optical frequencies up to the soft X rays (fig. 2a,b). 
Above 20 keV this picture changes and the 
relative importance of the two peaks is inverted. 
Such effect, well evident in the hard X-ray 
energy range (fig. 2c), is definitively confirmed in 
our experiment (fig. 2d). The peak ratio inverts 
again at higher energies as shown in fig. 2e by 
the COS-8 results at E>50 MeV, where the first 
peak is again the dominant feature. 

Figure 2. Crab light curves relative to different 
energy ranges: a) 2.1 - 4.1 eV; b) 0.6 - 23 keV; c) 45 - 360 keV; 
d) 0.2 - 6 MeV; e) 50 -3000 MeV. 

The spectrum. 
The background phase region was defined as the 
largest phase interval where the counts can be 
fitted with a constant. This corresponds to the 
intervals [0 - 0.15] and [0.85 - 1] (see fig. 1 a). The 
background counts, weighted for the relative 
phase width, was subtracted from the "on pulse" 
counts corresponding to phases from 0.15 to 0.85, 
and the raw spectrum was fitted with a power law 
in energy convolved with the response matrix of 
the instrument including the atmospheric 
absorption. The best fitting spectrum was: 

N(E)= No * (E)"a 

where: 
No=(6.39 ± 0.25) *10-4 ph. cm-2 s-1 MeV-1 
a = 2.24 ± 0.20 

in a good agreement with that in the energy 
range 50-500 keV, given by Mahoney et al. (84). 
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A preliminary analysis of the dependence of the spectral index on the 
phase indicates that the spectrum does not flatten from the first to the 
second peak, at variance with the results of Knight (82) and Hasinger (82), 



346 

that give an interpeak's spectrum between 0.02 and 0.2 MeV harder than 
those of the two peaks. This difference in the spectral shape of the 
interpeak component with respect to the peaks suggests that these 
emissions are not originating from the same region of the magnetosphere, 
or that are not due to the same physical process. 
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Figure 3: Crab pulsar spectrum in the energy range 0.2-6 MeV. 

We thank A.G. Lyne and R.S. Pritchard who provided to us at the time of the 
flight the up to date Jodrell Bank Crab pulsar timing radio results. 
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ABSTRACT. New results on the temporal and spectral characteristics of the high-energy 
(50 MeV to 5 GeV) gamma-ray emission from the Vela pulsar have become available 
from an new analysis of COS-B data. The total pulsed flux is found to exhibit long
term variability. Five discrete emission regions within the pulsar light curve have been 
identified, with the spectral characteristics and long-term behaviour being different. These 
characteristics differ significantly from those reported earlier for the gamma-ray emission 
from the Crab pulsar. The identification of the different components in the Vela gamma-ray 
lightcurve and different components, noted earlier, in the Crab X-ray light curve supports 
the idea that several source regions exist in different parts of the pulsars magnetospheres. 
The different spectral characteristics of these components indicate that different generating 
processes exist in each source. Geometrical pulsar models have been proposed (e.g. Morini 
et al.. 1983; Smith et al.1986) which could explain many of these features. 

1. Introduction 

The only radio pulsars detected in high-energy gamma-rays so far are the young pulsars 
Crab and Vela. Recently, Clear et al.(1987) presented detailed results on the Crab pul
sar using the final COS-B database; now also detailed results are available for the Vela 
pulsar (Grenier et al.1988). Prior to these new results, the experimental status on the 
latter can be summarized as follows: Tiimer et al.(1984) at 0.3-30 MeV, Thompson et 
al.(1977) above 35 MeV and Bennett et al.(1977) at 50 MeV - 5 GeV all report a similar 
Vela light curve structure which is characterised by two sharp peaks separated by 0.42 in 
phase and bracketing the optical pulses. An extrapolation to X-ray energies of the COS-B 
spectrum of Kanbach et al.(1980) lies several orders of magnitide above the reported upper 
limits, while at TeV energies the flux values reported by Bhat et al.(1980) clearly require 
a break in the spectrum. Earlier results from COS-B data by Bennett et al.(1977) and 
Kanbach et al. (1980) indicate a possible break in the spectrum at a few hundred MeV, 
but the level of significance of these results is low. The next section summarizes the latest 
results on the Vela pulsar in the 50 MeV to 5 GeV energy range (Grenier et al.1988). In 
section 3 gamma-ray, hard-X-ray (Hasinger 1984) and some radio characteristics of the Vela 
and Crab pulsars are compared, followed in section 4 by a discussion of the implications 
for some pulsar models. 
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Table I. Intervals of the Vela light curve. 

Region 

Peak 1 
Interpulse-l 
Interpulse-2 

Peak 2 
Trailer 

Background 

Phase interval 

0.07 - 0.15 
0.15 - 0.33 
0.33 - 0.47 
0.47 - 0.58 
0.58 - 0.77 
0.77 - 0.07 

Figure 1. The lightcurve from PSR 0833-45 at radio (Buccheri et al.1978), optical (Manch
ester et al.1980), soft energy gamma-rays (Tiimer et al.1984) and high energy gamma-rays 
(final COS-B). The arrows indicate the position of the selected phase boundaries. 

2_ Temporal and Spectral Characteristics of the Vela Gamma-ray Pulsar 

Grenier et al.(1988) analysed all final data on the Vela pulsar collected with the COS-B 
satellite, which had Vela within its field-of-view during 10 observation periods between 
October 1975 and June 1981. The total COS-B gamma-ray lightcurve together with the 
radio and optical ones are given in Figure 1. Part of the analysis was concerned with 
the characteristics of the total pulsed emission, and in part the temporal and spectral 
characteristics of separate phase intervals of the lightcurve (see Figure 1 and Table I) were 
studied in detail, exploiting the good exposure obtained during 5 of the observation periods. 
The findings by Grenier, Hermsen and Clear will be summarized in this section, for details 
on the method and the statistical calculations the readers are referred to the full paper. 

2.1 Steady Emission. The background region of the light curve has been analysed for possible 
steady emission from Vela above the diffuse galactic emission. For the total energy range 
50 MeV-5 GeV no evidence was found for steady emission from Vela; the 95 % confidence 
upper limit is 1.15 x 10-6 photons/cm2 s. 

2.2 Spectrum total pulsed flux. The spectrum of the whole emission derived independently 
at energies above and below 300 MeV and using all observations is: 

F(50 MeV ~ E ~ 300 MeV) = (2.74 ± 0.21)10-4 EM;J2±o.07ph cm-2 s-1 MeV- 1 

F(300 MeV ~ E ~ 5000 MeV) = (2.71 ± 0.04)10-3 EM~02±O.07ph cm-2s-1 MeV- 1 
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Figure 2. Comparison between the evolution of the radio flux (a) at 408 MHz (McAdam, 
1981) and the high energy gamma ray flux (b) for the Vela pulsar. Gamma-ray data 
points:* COS-B likelihood analysis; 0 COS-B "saturation method"; X SAS-2 (Thompson 
et al.1977). The epochs of the pulsar glitches are indicated. 

The significant difference between the high and low energy spectral indices clearly shows 
that the time averaged Vela pulsed spectrum from 50 to 5000 MeV cannot be described by 
a single power law. At least two are required and in this representation the good connection 
between the two spectra at 300 MeV strongly supports the choice of 300 MeV as the energy 
of the break. 

2.3 Long-term variability total pulsed flux. Figure 2b presents the evidence for a striking 
long-term variability of the Vela gamma-ray flux. To study the energy dependence of this 
variability, the evolution of the pulsed flux for the energy ranges 50-300 MeV and 300-
5000 MeV have been evaluated. The main contribution to the flux variability is clearly 
due to the low energy emission. The different evolutions of the flux from the two energy 
ranges denote a distortion of the Vela spectrum from one epoch to the next. The observed 
fluctuation in the spectral ratios (the ratio of low to high energy flux) has a probability of 
10-10 of being due to a random effect. 

2.4 Spectm for different phase intervals. Figure 3a shows the time averaged spectral index 
as a function of phase. The probability that the emission may be best represented by a 
homogeneous spectrum over all phases is 10-4 • Analysis of the spectral characteristics of 
the high energy emission (E>300 MeV) shows that there is no significant variation in its 
spectral index with phase, giving a phase averaged value of 2.12 ± 0.07. In contrast, the 
spectral index of the low energy emission shows evidence for phase dependence (chance 
probability 5 10-3 ). It was concluded from the change in the spectral index at low energies 
(from the first peak to interpulse-2, 4.50", and interpulse-2 to the second peak, 3.60" and 
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Figure 3. Time-averaged pulsed spectral index as a function of phase for a one-power-Iaw 
fit over total energy range. 

from the softness of the first peak and trailer over the entire energy range, that 5 separate 
phase components exist in the Vela gamma-ray light curve. 

2.5 Flux variability for separate phase components. The evolution of the flux from each 
of the phase components for each observation and for both high and low energy ranges 
had also been studied. The long-term variability is obvious and the relative amplitude 
of the variability is significantly larger for the two interpulse emissions. Furthermore, the 
flux variations in the separate energy intervals are different resulting in spectral distortions 
(probability levels are given in Grenier et al.1988). To illustrate their long term evolution, 
the energy spectra giving the maximum likelihood fits to the data for each observation are 
displayed in Figure 4. Good agreement is observed between the low and high energy fits 
at approximately 300 MeV for most phase components. The two power law representation 
is therefore a good approximation to the real spectra (for the trailer, the poor statistics 
make interpretation of the results rather difficult). The actual position of the break or 
bend in the real spectrum will vary somewhat in energy following the apparent long term 
variability. 

2.6 Total PSR0833-45 Spectrum. The two-power-Iaw fit time-averaged spectrum of the 
whole pulsed emission has been plotted in Figure 5 together with the data recorded at other 
wavelengths in order to show the full energy distribution of the Vela pulsed radiation over 
the entire electromagnetic spectrum. Over this spectrum, the pulsar reaches its maximum 
luminosity in the MeV-GeV domain. 

2.7 Long-term time variabilty of PSR0833-45; Gamma vs. radio. The flux evaluation 
pr~sented in Figure 2b demonstrates the gamma-ray variability of the pulsar over several 
years. A large discontinuity in the pulsar rotational parameters, a so-called glitch, occurred 
sometime between September 25 and October 15, indicated in Figure 2 (Manchester et 
al.1976), while the COS-B gamma-ray observations started on October 20. This could 
indicate a relation between the gamma-ray flux with an exponential risetime of'" 11 days 
and decay time of'" 140 days, and the glitch event. However, the recurrence of such a 
phenomenon may be questioned. A further glitch occurred in July 1978 (Downs et al.1978) 
when no COS-B data were taken from the source (see Figure 2). According to the time 
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Figure 4. Differential pulsed gamma-ray spectra (50-5000 MeV) from Vela for 5 phase 
intervals and the total phase averaged emission. The power law spectra giving the maximum 
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Figure 5. Total energy spectrum from the radio up to the very high energy gamma-ray 
domain. The upper limits (30") displayed in the X-ray range are calculated for an assumed 
duty cycle of 0.2 similar to the optical one. The broken lines indicate the extremities in 
the variabilities measured by COS-B between 50 and 300 MeV. For references on the data 
points see Grenier et al.(1988). 

scales quoted above, a coincident gamma-ray flux increase could have happened without 
being noticed in later COS-B observations. What is surprising, is the high gamma-ray flux 
recorded in April and May 1981 when no glitch was reported. Such an event occurred five 
months later, in October 1981 (Gorenstein et al.1981), when Vela was not in the field-of
view. Thus, the gamma-ray enhancement is recurrent but it does not necessarily follow a 
glitch event. For this reason, it is not possible to draw any firm conclusion from the COS-B 
data on the relationship between the gamma-ray variability and the glitch phenomenon. 

The Vela pulsed radio flux is not stable either. As shown in Figure 2a, three large irreg
ularities were recorded at 408 MHz between 1971 and August 1978 when the observations 
at the Molonglo Observatory were stopped (McAdam, 1981). These secular changes could 
not be explained by the interstellar scintillation, nor do they appear to be related to the 
glitches. Their rather regular aspect over the years suggested that such fluctuations are 
caused by a precession in the beam angle with respect to our line of sight (McAdam, 1981). 
Despite the minimal overlap of the radio and the gamma-ray data, one could conclude that 
the two variation patterns are not strongly correlated. Therefore, the precession effect 
proposed for the radio evolution is not supported by the gamma-ray data, since in this case 
it would not explain the stability of the first peak while the other phase components all 
vary. No other clues to the origin of the long-term variability can be found from the pulsed 
emission at other wavelengths. In the optical band, the 24th magnitude Vela object is too 
faint to provide so far precise information on possible apparent magnitude changes. 
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3. Crab versus Vela Characteristics 

The detailed gamma-ray results on the Vela pulsar, presented in the previous section, can 
be compared with the COS-B results from a detailed analysis of the high-energy gamma
ray emission from the Crab pulsar (Clear et al.1987). First, it is reminded, that the 
Crab pulsar is the only pulsar seen to emit pulsed radiation over a range of...., 20 decades 
in frequency, while the Vela pulsar is only detected in the radio, optical and gamma-ray 
domain. Futhermore, it was found that the Crab pulsar reaches its maximum luminosity in 
the hard X-ray range till soft gamma-ray range, while the Vela pulsar reaches its maximum 
luminosity in the few-hundred-MeV range. The relatively low X-ray emissivity of the Vela 
pulsar is in clear contrast to that ofthe Crab pulsar. In the high-energy gamma-ray domain 
(50 MeV to about 5 GeV) the spectrum of the Crab pulsar emission can be represented by 
a single power law of index 2.00 ± 0.10 and no systematic variations of spectral index with 
pulsar phase have been noted (three components in the Crab light curve were compared: 
first peak, interregion and second peak). However, at the neighbouring hard X-ray energies 
(some tens of keV up to ",1 MeV) the situation is different: the spectral index varies with 
phase such that the softest spectrum is found for the first peak and the hardest spectrum 
for the interregion (Knight, 1982; Hasinger 1984). The differences with the spectrum of 
the Vela pulsar emission are evident: the Vela gamma-ray spectrum cannot be represented 
by a single power law and the spectrum varies significantly with pulsar phase, while X-rays 
have not been detected. 

The striking similarity between the appearances of the two gamma-ray lightcurves, both 
dominated by two peaks separated in phase by about 0.42, holds only for the gamma-ray 
range. The Vela light curves have been shown in Figure 1; in the case of the Crab the two 
peaks in the light curves in the optical, X-ray and gamma-ray (up to a few GeV) domains 
are coincident to within the timing errors, and coincide with the main radio pulse and 
interpulse. In the latter domain below 1 GHz there is also a separate component, known 
as the 'precursor' (Rankin et al. 1970); this is similar in shape, spectrum and polarization 
to the radio pulse of Vela. However, the Crab and Vela gamma-ray lightcurves differ in 
detail. Particularly, the appearance of the structure in the interregion is different. In the 
case of Vela, the interpulse-1 emission which is roughly coincident in phase with the first 
optical peak, shows up as a significant structure in the total interregion. For the total 
Crab light curve the statistics are insufficient to reach a conclusion on possible structure in 
the gamma-ray interregion emission. But, at hard X-ray energies the enhanced interpulse 
emission can be attributed to extended wings of the two pulses (Hasinger et al.1984). 
Furthermore, the relative contributions of the Crab interpulse emission and the second 
pulse reach a maximum in the hard X-ray range: the ratio of pulse-2 plus interregion 
emission over pulse-1 emission, (P2+1)/P1, increases from 0.5 in the optical domain, ",1 
at 1 keV up to ....,3 at 100 keV - 1 MeV, (Hasinger 1984, 1985), after which the ratio 
decreases sharply at the soft gamma-rays and COS-B energies to an average of ",0.7 (Clear 
et a1.1987). 

Finally in Chapter 2 strong flux and spectral long-term variability of the Vela gamma-ray 
emission was evidenced; in the case of the Crab long-term variability has been noted, at a 
3(7 significance level, and the flux ratio (P2+I)/P1 varied roughly between 0.5 and 1.2 (3(7), 
(Clear et al.1987). At hard X-ray energies the Crab light curve shape appeared to be stable 
so far (e.g. Hasinger et al.1984). Particularly remarkable is the strong variability in the 
Vela interpulse emission. Furthermore, the Vela pulsar showed long-term variability in its 
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radio emission. Other radio pulsars have proved to be variable sources as well, but usually 
on a much shorter time-scale. In the Crab case, after a continuous weakening of the 74 
MHz pulsed emission was observed between 1971 and 1975, its radio flux remained steady 
over the next six years (Rickett and Seiradakis, 1982), as did its optical and X-ray flux 
(Knight, 1982). Hence, in the long-term, the Vela and Crab pulsars do behave differently 
and the large variability observed from Vela, both in radio and gamma-rays, looks unusual 
compared to the measured behaviour of all other pulsars. 

4. Implications for some Pulsar Models. 

Various models have been proposed to explain how pulsed radiation can be produced at 
different wavelenghts within a pulsar magnetosphere. Many agree on the existence of 
accelerating regions called "gaps", which arise from a local charge depletion and provide 
the primary population of ultra relativistic particles streaming along the magnetic field 
lines. However, the models disagree on the location of the active regions (e.g. polar gaps, 
outer gaps etc.), on the type of physical processes and on the sequences of processes which 
convert primary particles into pulsed radiation. In Grenier et al.(1988) the implications of 
the new Vela results on some models for the Vela pulsar are discussed; here the discussion 
is limited to the outer-gap model of Cheng et al.(1986) and to a geometrical model which 
has been evaluated by Morini (1983) for the Vela pulsar and further by Smith (1986) for 
the Crab and Vela pulsars together. 

In the frame-work of the outer gap model of Cheng et al.(1986), primary photons and 
secondary pairs are produced, respectively, by inverse Compton scattering and collisions 
with a tertiary population of soft synchrotron photons (mainly IR) which illuminate the 
outer magnestosphere. The predicted pulsed spectrum is in good agreement with the total 
Vela spectrum. In the gamma-ray domain, the spectral shape agrees with the data of Tiimer 
et al.(1984) and with the time averaged COS-B spectrum up to 3 GeV where their model 
induces a break which is, however, not seen in the COS-B data. Cheng et al.argue that 
their model can reproduce the different gamma-ray and optical phase separations between 
the peaks; the tertiary optical photons being emitted somewhat closer to the star (about 
half way) than the secondary gamma-rays. However, with the outer gap model it seems 
difficult to explain the existence of the two gamma-ray interpulse components. Because of 
their position, they should also originate from a part of the gap closer to the star then the 
section responsible for the main peaks. It is then difficult to conceive how the inner part 
of the same gap may be subject to a significant long term variability while the outer part 
remains comparatively stable. Furthermore, since in this framework the two main peaks 
are produced by two symmetrical outer gaps, it is difficult to explain the different spectra. 
Finally, the spectral shape predicted by the outer gap model is not consistent with that of 
the two interpulse spectra. 

Morini and Smith evaluated a scheme in which the magnetic dipole is assumed to be 
orthogonal to the rotation axis and the two main gamma-ray pulses are produced in the 
two sets of the terminal field lines above the same pole and close to the light cylinder. 
The Vela radio pulse and the Crab precursor are produced at the opposite pole. This 
scheme assumes that the photons are emitted along the field lines, and shows that the 
arrival phases of the photons depend on the radii, between the star surface and the light 
cylinder, at which they are created. They show that the differences in the spectra between 
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the two Vela gamma-ray peaks may come from the phase reconstruction. Only those 
photons created near the leading terminal field lines close to the light cylinder contribute 
to the first peak. On the other hand, "outer" photons from the trailing side may combine 
with photons from the same field lines deeper in the magnetosphere and also with photons 
from the polar cap region to produce the second peak with its harder gamma-ray spectrum. 
Furthermore, the geometrical patern indicates that for Vela the optical pulses are produced 
in the open magnetosphere above the pole, at a distance which is about half the light 
cylinder radius, and that the gamma-ray interpulses originate along the same lines at a 
slightly higher altitude. The mixing in interpulse-2 of photons created well inside the 
magnetosphere and near the polar cap could again explain the spectral differences with 
interpulse-l. Morini calculates spectra for the two main peaks, assuming that relativistic 
particles produce synchro-Compton emission near the light cylinder (for the first peak and 
part of the second) and gamma-rays near the polar cap by inverse Compton scattering of 
the thermal X-rays from the hot surface (for the rest of the second peak). These spectra 
are consistent with the COS-B Vela results, but strongly underestimate the intensity of 
the second peak for energies below 50 MeV. The synchronisation of the pulses in the Crab 
lightcurve from the optical to the gamma-ray range indicates that they are all emitted close 
to the light cylinder along the outer gap (Smith, 1986). Also, the similarity of the gamma
ray spectra of the two peaks, indicates that for the Crab the geometry of the magnetic field 
lines is somewhat different, excluding a significant contribution in the second peak from 
regions deeper into the magnetosphere. On the other hand, Hasinger (1984, 1985) uses the 
same geometrical model to explain the hard X-ray characteristics of the Crab light curve 
components. The total first pulse and part of the second pulse are due to synchrotron 
radiation, while the interpulse emission and a significant fraction of the second pulse are 
due to curvature radiation emitted by the particles moving along the curved field lines from 
the neutron star to the light cylinder. For the Crab, one can assume an average field line 
curvature of 108 cm, and particles with Lorentz factors between 400 and 5x106 , as derived 
from the synchrotron radiation, are expected to emit curvature radiation up to ",30 MeV, 
consistent with the measured enhanced hard X-ray emission in the interpulse and second 
pulse, and the weaker intensity of the gamma-ray interpulse emission. 

The recent study by Caraveo et al.(1987) of possible polarisation of the Vela gamma-ray 
emission using COS-B data, also suggests that the peak and interpulse emissions originate 
in different parts of the magnetosphere. Their result, if confirmed, indicates a high degree of 
linear polarisation for the gamma-rays coming from the entire interpulse, while the effect is 
much weaker for the second peak and not observed in the first peak. In the scheme proposed 
by Smith, a highly polarised gamma-ray component deep in the open magnetosphere, 
created from synchrotron radiation or surviving selective absorption processes (Caraveo et 
al.1987), would be consistent with the present observations. 

The long-term variability of the Vela gamma-ray light curve also implies different source 
locations for the highly variable interpulse emissions and for the relatively stable main 
peaks. In the model presented by Smith, the various evolutions observed for the different 
gamma-ray components in the Vela lightcurve would signify that the region sensitive to the 
variability is the open magnetosphere in the polar region, while the conditions along the 
last open field lines in the outer magnetosphere would be more steady. This agrees with 
the steadiness of the Crab pulsar emission at all wavelengths. 

For Vela, the details of the radio pulse profile and polarisation involve a source located 
close to the star cap (Krishnamohan and Downs, 1983). Therefore, the variability observed 
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in radio supports the idea that the conditions in the inner magnetosphere may change in the 
long-term. The same conclusion is reached when considering that the largest contribution 
to the variability in the gamma-ray domain comes from the low energy part, provided that 
in the cascade of photons the softer originate from deeper into the magnetosphere. 

5. Conclusion 

The qualitative discussion of the new aspects of the gamma-ray emission from the Vela 
pulsar (long-term, phase-dependent flux and spectral variability, and possible phase de
pendent polarization; Grenier et al.1988, Caraveo et a1.1987, respectively), and of the 
X-ray emission from the Crab (phase-dependent spectra; Hasinger, 1984) in these geo
metrical models proposed by Morini and Smith suggests that the origin of the interpulses 
exists above one of the poles, deep in the magnetosphere or at medium latitudes, with the 
sources of the peaks lying close to the co-rotating magnetosphere and to the light cylinder. 
Now the main problem remains: what process at or near the star surface causes these 
long-term variabilities which apparently lose their significance while propagating further 
out into magnetosphere. 
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NEW TIME SIGNATURES IN NEUTRON STARS AND 
PULSE-HEIGHT VARIABILITY IN CRAB 
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Abstract: Accumulating evidence for new time scales other than 
the spin and orbital periods in several single and binary systems 
involving neutron stars are noted and the pulse height var'iability 
observed in Crab pulsar is discussed. 

1. Introduction 

Accumulating high (>100 MeV) and very high (> TeV) energy gamma 
ray data from several neutron star (single and binary) systems are 
indicative of new time scales not well understood yet. Among them 
are: (1) the periodicities very near the established Neutron Star 
(NS) spin periods, in the range of seconds, as in Her X-1 (Lamb et 
al., 1987, Resvanis et al., 1988); (2) burst-like emission of high 
energy gamma rays at TeV energies with durations of minutes, tens 
of minutes or longer as in 4U0115+63, Her X-1, Vela X-1, Cyg X-3 
and Crab Pulsar (Gibson et al., 1982; Chadwick et al., 1985; Lamb 
and Weeks, 1986; Bhat et al., 1987; North et al. 1987; Resvanis et 
al., 1988); (3) a longer time-scale repetition near an established 
binary period as in Cyg X-3 with its 4.95 hr anamolous period 
(Molnar et al., 1984) different than the established 4.8 hr 
orbital X-ray period and (4) still longer term variabilities, for 
example, the variability of gamma ray intensity of individual 
peaks in double-peak NS light curves as in Crab pulsar (Wills et 
al., 1982, see also below). For some effects, an explanation is 
usually formulated in terms of subtle details of already complex 
and not fully understood double star-accretion disk geometries if 
the system is a binary (see Lamb and Weeks 1987 and references 
therein). One should also note that some of the reported 
'effects' may and do need further confirmations. 

As is apparent, the relatively 'cleaner' and 'well behaving' Crab 
also posess new time scales for which adequate and satisfactory 
explanations are not yet developed. Below will be summarized the 
accumulating evidence for the variability in the ratio of 

357 

H. Oge/man and E. P. J. van den Heltllel (eds.), Timing Neutron Stars, 357-362. 
© 1989 by Kluwer Academic Publishers. 



358 

secondary to main pulses of the Crab Pulsar, also called the 
pulse-height-ratio (PHR) variability and its possible 
'explanation' as an effect arising from the free precessional , 
motion of the NS. 

~~-height-ratio variability in Crab Pulsar 

Dur'ing the 7-year lifetime of the COS-B satellite which was 
sensitive to gamma rays in the range of energies 70 MeV to 5 GeV, 
the Crab Pulsar was observed 6 times, about 1 month duration each 
(Mayer-Hasselwander, 1985). Early observations revealed that 
(Wills et al., 1982) the intensity of peaks in the gamma ray light 
curves obtained varies considerably from one observation to the 
other and as a measure of this variability, the intensity ratio of 
the second pulse to the first pulse, R, at a mean epoch t, defined 
a,s 

R( t) = P2 I P1 ( 1 ) 

where P2 and P1 are the intensity (practically the number) of 
gamma rays in the second and first puses, was proposed. This 
definition had the advantage of being a ratiO, where uncertainties 
in instrumental sensitivity, sky background and some other factors 
that may enter absolute flux variation estimations cancel. 

With the inclusion of all observat'!ons by COS-B, the variation in 
R:< at > 70 MeV is found Significant at a level of 

p < 0.0008 (2 ) 

when test?d against a constant 'mean' value throughout the obser
vations (Ozel and Mayer-Hasselwander, 1985). More recent and 
comprehensive work by COS-B Caravan Collaboration (Clear et al., 
1987) confirms these earlier findings together with indications 
for some other subtle effects which will not be discussed here. 
In Fig. 1, the PHR parameter R(t) is shown at the available epochs 
including reports other than COS-B for the photon energies above 
several tens of MeV or higher, superposed with a best fit periodiC 
Gine function of the type 

R(t) = A Sin [2~(t - to)/P ] + B . 
r 

Using the data pOints from COS-B and SAS-2 (Kniffen et al., 1974) 
observations, a best fit to (3) is obtained for a period value of 

P = 4160 ± 40 days 
r 

together with 

A=0.5, B~0.7, to=8739.5 (=1973.6) 

(4) 

(5) 



PRODUCTION SITES AND MECHANISMS OF DISCRETE GAMMA-RAY 
COMPONENTS OF THE VELA AND CRAB LIGHT CURVES 

W. HERMSEN!, I.A. GRENIER2,3 

1 Laboratory for Space Research Leiden, P.O. Box 9504, 
2300 RA Leiden, The Netherlands 

2 Service d'Astrophysique, Centre d'Etude Nudeaires de Saday, France 
3 Centre d'Etude Spatiate des Rayonnements, Toulouse, Prance 

ABSTRACT. New results on the temporal and spectral characteristics of the high-energy 
(50 MeV to 5 GeV) gamma-ray emission from the Vela pulsar have become available 
from an new analysis of COS-B data. The total pulsed flux is found to exhibit long
term variability. Five discrete emission regions within the pulsar light curve have been 
identified, with the spectral characteristics and long-term behaviour being different. These 
characteristics differ significantly from those reported earlier for the gamma-ray emission 
from the Crab pulsar. The identification of the different components in the Vela gamma-ray 
light curve and different components, noted earlier, in the Crab X-ray light curve supports 
the idea that several source regions exist in different parts of the pulsars magnetospheres. 
The different spectral characteristics of these components indicate that different generating 
processes exist in each source. Geometrical pulsar models have been proposed (e.g. Morini 
et al.. 1983; Smith et al.1986) which could explain many of these features. 

1. Introduction 

The only radio pulsars detected in high-energy gamma-rays so far are the young pulsars 
Crab and Vela. Recently, Clear et al.(1987) presented detailed results on the Crab pul
sar using the final COS-B database; now also detailed results are available for the Vela 
pulsar (Grenier et al.1988). Prior to these new results, the experimental status on the 
latter can be summarized as follows: Tiimer et al.(1984) at 0.3-30 MeV, Thompson et 
al.(1977) above 35 MeV and Bennett et al.(1977) at 50 MeV - 5 GeV all report a similar 
Vela light curve structure which is characterised by two sharp peaks separated by 0.42 in 
phase and bracketing the optical pulses. An extrapolation to X-ray energies of the COS-B 
spectrum of Kanbach et al.(1980) lies several orders of magnitide above the reported upper 
limits, while at TeV energies the flux values reported by Bhat et al.(1980) clearly require 
a break in the spectrum. Earlier results from COS-B data by Bennett et al.(1977) and 
Kanbach et al. (1980) indicate a possible break in the spectrum at a few hundred MeV, 
but the level of significance of these results is low. The next section summarizes the latest 
results on the Vela pulsar in the 50 MeV to 5 GeV energy range (Grenier et al.1988). In 
section 3 gamma-ray, hard-X-ray (Hasinger 1984) and some radio characteristics of the Vela 
and Crab pulsars are compared, followed in section 4 by a discussion of the implications 
for some pulsar models. 
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corresponding to a precession period of 

P = (2711 w) C I(C-A). 
g 

( 1 0) 

We may identify Pg = Pr and the implied flattening (also called 
the dynamical elllpticity) for the neutron star becomes 

(C-A)/C (271/w)1 P = 10-10 
r 

( 11 ) 

Interestingly, this is also about the order of magnitude for NS 
moment of inertia readjustment scales discussed to explain the 
Crab pulsar glitches (Shapiro and TeuKolsky, 1983): 

( 1 2) 

On the other hand, the reported medium duration periodicity at 
430 MHz (Richards et al., 1970) 

Pn = 77 ± 7 days (13) 

may also find a natural explanation in the context of present 
model as an ondulation (nutation) period, since Pn looks like an 
integer divider for Pr : 

P IP r n 

4.Conclusions 

54.0 (14 ) 

The emerging picture is that Crab Pulsar may be the long sought 
and suspected freely precessing (and probably nutating) body 
probably under its own gyroscopic torque with a small flattening 
caused by its fast rotation and the nonalignment of body and 
rotation axes. Forthcoming observations by the gamma ray 
detectors onboard Gamma-l (Akimov et al., 1985) and Gamma Ray 
Observatory (Thompson et al., 1987) will provide more light for 
the proposed model and the true nature of observed PHR variability 
(see Fig. 1). An extrapolation back to 1971.294 observations of 
Parlier et al. (1973) by a balloon instrument for ~ 20 MeV gamma 
rays seems to be in good agreement with the proposed periodicity 
model (3), although its statistical significance is low due to the 
large error in the estimated R(t) value. 

One problem with the present 'simple' picture is the assertion 
that, without an efficient feeding mechanism, this type of 
precessive motion should_be damped out in time scales less than 
- 1000 years (Alpar and Ogelman, 1987). It could be that, 
the initial misalignment in Crab at its birth may still be the 
effective cause in keeping the precession alive. Actually several 
wobble excitation mechanisms for radio pulsars are proposed and 
discussed in the_literature (Goldreich, 1970, Henriksen et a1., 
1972, Alpar and Ogelman, 1987). Without viable examples to test 



the ideas it has been rather difficult t~ converge on a concensus 
on the nature and extent of NS precessional m~tion however. Even 
having a closeby testing ground may sometimes not be enough for a 
true understanding. For example, long observed Chandler wobble of 
the Earth is still in debate for a fully satisfactory explanation 
after about a century of its first recognition (Stacey, 1977, 
Pines and Shaham, 1973 and references therin). 

The periodic PHH variability effect is probably masked in X-rays 
(up to MeV energies) due to the onset of a new, plasma-dominated 
radiation contributing heavily and preferentially to the second 
pulse as is proposed and discussed in detail by Hasinger et al. 
(1984) and Hasinger (1985) in order to explain the observed X-ray 
spectral differences between Pl and P2 and the spectral dependence 
of PHR in X-ray energies. It looks worthwhile and timely (it has 
been 20 years since the discovery of the first pulsar) to search 
for similar long-term effects in optical and radio frequencies in 
order to understand the connection between the PHR variability and 
NS precession as well as the extent of proposed radiation 
component causing the masking of the effect at X-ray energies. 
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CRAB PULSAR, PULSE HEIGHT RATIO VARIABILITY 

.. en 
'" 

M 
M 

..; 
2.0 r- ~ :;; ~ 

i + i ~ ~5 ~ ~ ...... J ,.... ,...,... CD Q) 

1.0 f- I--~~'" "r,~ ~~ ~ ~f " .... -
SA.,M'.PA SAS 2 '1, <XJS.a (MEAN' ,/ 

1 ·-·T"":+I_ ... ~/ 
0,0 L.---'''-'' ___ .L...... __ -'-__ ....l-__ --L. __ --I. ___ '--__ -'---.J 

8000 9000 10.000 11.000 12.000 13.000 14.000 15,000 

MJO 

Fig. 1: Variability of PHR in Crab Pulsar gamma ray emission 
since 1971 (after Ozel and Mayer·Hasselwander, 1985). The broken 
sine curve is the best fit to data discussed in the text. 
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ABSTRACT 
The azimuthal distribution of planes containing e+ Ie pairs from high-energy photon 
materialization is reminiscent, through a quadrupole anisotropy, of the degree and position angle 
of linear polarization of the incident photons. Data from the COS· B spark chamber are used in a 
search for such an effect in > 50 MeV photons from bright sources, :;uch as Vela, Crab, Geminga 
and a reference galactic plane region in Cygnus. Only for the Vela pulsar a low-chance-probability 
effect is found apparently implying a high (~ 100°!.,) degree of linear polarization for the Vela 
photons. This has important implications on the physics of the production mechanisms as well 
as of their geometry. 

INTRODUCTION 
A property like linear polarization would be very useful in understanding the nature of the high
energy y-ray sources discovered by the COS-B mission. Certainly, polarization is a common 
property of radio pulsars (e.g. Rankin 19R3a,b, and Taylor and Stinebring 19R6, for a recent re
view). For instance, PSROR33-45 is the one showing the highest percentage (~ 100% at 4.R GIll,) 
of linear polarization, and PSR0531 + 21 too shows very significant polarization in both the radio 
and the optical. The detailed properties of radio pulsar linear polarization are often complex, and 
include such features as rotation of the polarization position angle, presence of orthogonal modes, 
etc. However, it is well possible that all such features be explained starting from the basic fact that 
the radiating particles have acceleration components parallel and perpendicular to the magnetic 
field and radiate their transversal energy due to the magneto-bremsstrahlung mechanism (see, c.g. 
Bjomsson 1984; Taylor and Stinebring 19R6). In this case, it is not inconceivable that, irrespective 
of possible different light curve morphologies, also the pulsed high-energy y-rays be polarized. 
The basic idea on how to search for polarization in high-energy y-rays from cosmic sources has 
been proposed by Kozlenkov and Mitrofanov (19R5, and references therein; hereafter KM), and 
is based on the expected effect of quadrupole modulation of the azimuthal distribution of the 
planes containing the e" Ie pairs produced in the y-ray interactions. This anisotropy of the pair 
plane orientations is due to the linear polarization of the incoming photons (Maximon and Olsen 
1961). 
In a system with the z-axis along the wave-vector K of the incident gammas, the azimuthal dis
tribution 1)«p) of the e+ Ie pairs has a quadrupole-like anisotropy with amplitude and direction 
determined, respectively, by the degree of polarization and by the polarization position angle of the 
incident radiation. Such a distribution can be written as: 

(1) 
N 

<1>( <p) = 2~ (I + RP cos[ 2( <p - <Po)]} 
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where <Po is the polarization position angle, P is the degree (between 0 and I) oi1inear polarization, 
Nt is the total number of observed photons, and R is a numerical factor which depends on the 
intrinsic asymmetry ratio in the process physics and on the detection characteristics. In the 
ultrarelativistic case ( Ey > > m,c2 ), and allowing for screening (KM), a value of 0.14 < R < 0.2 
is obtained, considering also the eOS-B detection requirements. This is consistent with thc higher 
values proposed by Maximon and OIsen( 1961). 
The quadmpole asymmetry of the effect allows for the use of a simple method (K M) for its de
termination: for Nt observed events, let Nl and N2 (with (NI + N2 = Nt)), be the two numbers 
of observed events corresponding to two intcrvals of the observed ~~imuth angle (\fl,<P + n/2) and 
«(P + n/2, (P + n); and let S(\fl) be the quadmple deviation function 

(2) S«p)= [N1(\fl)- N2«p)J2 

N1«p) + N2(1fJ) 

Because of the theoretical law (1), the deviation function should have a well-pronounced 
sinusoidal-like shape: 

4N R2p2 
(3) S(IfJ) = tn2 sin2[2«p-(Po)] 

Using the function (2) one may then check the presence of quadrupole modulation in the data: for 
the effect to he real, S«(p) should take the shape (3). 'In this case, from the minimum, S«p) = 0 of 
(3), one can derive the position angie, while from the maximum, S«(r) = S', one call estimate the 
degree of linear polarization: 

(4) p=~V4J-
2R Nt 

Even for a totally polarized radiation (P = I), the amplitude of the expected a~imuthal modulation 
is rather small « 20%), and several factors conspire to "blur" the effect, the most important of 
which is certainly the limitation on Nt, the available statistics. Accordingly, one may estimate the 
Nt necessary for measuring a 100% polarization using S«p) to estimate the probability that the 
observed azimuthal modulation result from a statistical fluctuation.Por a constant phase angle, the 
value S can be considered as the number of standard deviations of thc random variable N I (or 
N2) from the expectation value for the case of zero polarization, in the assumption that its 
dispersion equals (N I + N2)/2. The probability of such deviation gives the probahility of the zero 
hypothesis. Following this method, for Ey > 50 MeV, Nt is about 2,000 events, so that, it ap
pears worth wile to perform a search for the polarization effect in the COS-B data, also because for 
the first time in the history of y-ray astronomy, an acceptable photon number is available for a few 
sources. 

DATA ANALYSIS AND RESULTS 
During its ~ 7 year lifetime, COS-B performed 65 pointed observations of > I month each 
(Mayer-Hasselwander et al. 1985); we have used the data of periods referring to the brightest ob
served sources. The reconstructed arrival directions for Crab and Vela were within 10 deg of the 
source for 50 < E:1. < 150, 7 deg for 150 < Ey < 300 and 5 deg for lEy > 300 MeV, while for 
Geminga and the Cygnus Region only events with arrival directioll within 5 deg from the source 
position were selected. From the azimuthal <J>«p) distribution of the cvent planes one can then 
estimate the amplitude and phase of their quadrupole modulation using the deviation function 
S«(p) for the numbers of events NI and N2 as described earlier. For the determination of the po
sition angle of the effect it is necessary to vary the starting azimuth value in steps of 2 deg, so that 
45 steps are necessary to cover the n/2 interval of the S«(p) function. Such steps are of course taken 
into account in the final evaluation of the event probability. 
Pig.! (curve a) shows S(IfJ) for the 2526 events from the 2CG26:l-02 source, or the sum of all the 
eOS-B events satisfying our selection from the Vela pulsar region. For comparison, curve b shows 
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the same distribution for data from another region of the sky, that of Cygnus, probahly dominated 
by diffuse emission and for which no polarization is expected. Specifically, 3109 photons were se
lected from a region of 5 deg radius centered at 1= 80 deg, b = 0 deg. The two curves are very 
different: while for curve a the suggestion exists of a well-ordered modulation of the azimuthal 
dependence of the event planes, curve b docs not show any effect, proving that the observed 
anisotropy for the Vela data cannot be due to some systematics ofthc spacecraft. To evaluate thc 
statistical significance of the effect, a Montecarlo simulation was performed. The maximum value 
of the deviation function (S((p)) was computed for 300,000 random 2500-event distributions, each 
going through the 45 steps phase coverage cycle. The Montccarlo results thus give the chance 
occurence probability for a given S value for the Vela data. Such a prohability is shown in Pig.1. 
Prom curve a, it is seen that azimuthal anisotropy for the Vela data has a chance occurrence 
probability .~ 1.5x 10- 4 • As a further check, we have constructed the same type of distribution but 
with the event plane azimuths not corrected for the satellite spin, i .c. in the sky of the spark 
chamber rather than in the true one. No deviation from the random expectations was observed for 
the Vela or Cygnus data, nor any sign of sinusoidal modulation is present. Therefore, the low 
chance probability effect is also not due to some systcmatics of the spacccraft. 
Another COS-B source investigated was 2CG 185-5, the Crab. As in the case of Vela, we consider 
all class 22 events with the usual source distance selection, yielding 1533 photons over 6 observing 
period. Curve (a) of Pig.2 shows the result for this "total" Crab emission: no significant evidence 
is apparent for a modulation. On the same Figure, curve (b) shows the distribution for the 
Geminga (2CG 195 + 5) data, referring to 1204 photons with the usual selections and coming from 
5 observing periods, most of which were in common with the Crah. TIere too no significant 
modulation is present. 

PULSAR PHASE ANALYSIS 
Considering, as mentioned earlier, the high degree of linear polarization in radio photons from 
pulsars in general and for the Vela pulsar in particular (up to ~. loon;.,), it seems natural to ap
proach the azimuthal anisotropy suggested by the data as due to linear polarization of the incom
ing y-rays. In this case, according to the predictions of the effect as outlined above, eq. (4), the 
value of S+=20 (Fig.l, curve a) implies RP=0.14, or a very high degree of polarization (bigger 
than 50%, and up to 100%, depending on the uncertainty on R) for the high-energy y-rays from 
the Vela source. One must now, of course, remember that the majority of the C08-By-rays from 
2CG263-02 are in fact pulsed at the period of PSR0833-45 (see,e.g., Kanbach et al. 1980), and it 
seems worthwhile to investigate the effect in the various region of the pulsars light curve (or phase 
diagram), even with necessarily reduced statistics. The 252n photons fmm Vela were than divided 
in 4 phase intervals 
(I) First pulse : containing 584 photolls 
(2) Second pulse : containing 666 photons 
(3) Interpulse : containing 791 photons 
(4) Background : containing 485 photons 
Accordingly, curves (1) to (3) of Fig. 3 show the usual S( ep) distributions for the corresponding 
intervals, while curve (4) shows the total "pulsed", or (I) + (2) + (3) and curve (5) shows the 
"background" emission, as defmed above. 
The severe limitation introduced in statistics by such a breakdown renders any fiml conclusion 
from Fig. 3 very difficult; it looks, however, as if the interpulse (plus may-be the II pulse) region 
is the one contributing most to the possible polarization. It would also appear that the S· values 
of the interpulse and total pulsed radiation require RP to approach its maximum value, or a 
- 100% polarized radiation. 
As to the value of the polarization P.A., bearing in mind the n/2 periodicity of the Seep) function, 
from Fig. I (curve a) and Fig. 3 (curve (4)) one finds -130 ± 15 deg. A comparison appears 
natural with the polarization results in the radio region, where, it should be remembered, the light 
curve shape is completely different, featuring only one short peak not in phase with the y-ray 
peaks, but rather in a y-ray "background" region. The classic result of Radhakrishnan and Cooke 
(1969) shows a significant P .A. shift ( 90 deg) centered at 120 deg or 154 deg, depending on the 
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frequency, within the 4 msec peak. OUf data would seem to support a picture very different from 
that at radio frequencies, considering also the high percentage value requested to interpret the oh
served anisotropy as linear polarization: the P.i\. of the polarization plane either swings of a rela
tively small value « 30 deg) or remains constant over a hig interval of the pulsar phase 
(= interpulsc + II pulse, or 44% of the phase). 
Going back to Pig. 3, since the interpulse data are the ones that, taken singly, would seem to 
suggest some nOll-random behaviour in spite of the limited stalisticf., it appears intcresting to look 
at the raw azimuth distribution of the 791 event planes. This is shown in r;ig. 4, with the full It 

azimuth range covered in 10 deg bins. It makes sense to usc the run test on such a distribution, 
to gauge its regularity of shape vis a vis the expectations. As apparent (and expected), the depth 
of modulation is shallow, but the data can indeed be divided ill two separated 9-hin families, 
yielding a chance probability of 4x 10-5 (Beyer 19(8). Note thaI this is a pne-shot test, with the 
initial azimuth fixed and no steps performed. 

A similar pulsar phase analysis, albeit in the context of worse statistics, can he tried for the 
Crab data. The total 1533 events were divided in phase corresponding to I peak, II peak and 
background (see Wills et al. 1982). As could he expected from the result for the total events, no 
significant deviation from random expectations is observed for the Crab data suhsets. One must 
also take into account the nebular emission (see e.g. Clear cl al. 19R7), concurring in this case to 
blur a possible pulsar signal, expecially at low energies, where a lot of the Crab events arc. In any 
case, it would appear that a much hetter statistics is necessary for a meaningful investigation. 

CONCI J)SIONS 
The method outlined above has shown that, in spite of obvious difficulties, it is meaningful to 
search for polarization in high-energy y-ray data in the COS-B spark chamber data. A rather sig
nificant anisotropy has been found for 2500 selected events from the Vela pulsar, and has been 
shown not to be present in other strong sources or in the Cygnus region of the galactic plane. With 
the proviso of the poor statistics and of ot.hcr experimental limitations discussed, a linear 
polarization of the incoming photons appears as the natural explanat.ion for this finding which has 
important implications on the emission mechanisms re~potJSiblc for the pulsed emission (see 
Caraveo et a1. 19RR) Unfortunately, not much more can he done now to improve the significance 
of and confirm the experimental result of the COS-D data. This task, for both the Vela and Crab 
pulsars as well as for other sources, rests with the next generation of y-ray tdcscopes. 
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Fig.1 Curve (a) : deviation function S«p) for the 2526 photons from Vela. Pollowing its definition, 
the numerical values of S are equivalent to a chi-square value with one degree of freedom. Overall 
chance occurenee probability levels are also shown, according to Montccar\o simulations (see text). 
Curve (b): as above, but for 3109 photons from the Cygnus Region of the galactic plane 
(l = 80 deg, b = 0 deg). 
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cun-ence probability levels shown are derived from Montecario simulations for 1500 events. 



368 

~r-----'-----'-----,-----,-----~----~ 

!': 

~ 

L .. 

!': 

~ 
L .. 

!': 

~ 

L 

;; 

~ 

L 

'II 

first pulse 

second pulse 

interpulse 

total pulsed 

Fig.3 Deviation functions for different 
intervals of PSR0833-4S light curve 
(see text for exact definition). The 
htotal pulsedh is the sum of I pulse, II 
pulse and interpulse distributions. 

~ 

" " 

tack ground 

.. 
POSITION ANGlE 

Fig.4 Raw data distribution: pair 
plane orientation histogram (N(P.A.)) 
for the PSR0833-4S interpulse data 
(791 photons). 

~r-----r-----~----~----~----~-----~----~------r-----' 

o 
ID 

~ ........... ~ ............................................................. . 

"' ... 0 z..., 
=> o 
u 

20 40 60 80 100 120 140 160 ! 80 
All MUTH 



VHE GAMMA RAY EMISSION FROM CENTAURUS X-3 

A. Carraminana, P. M. Chadwick, N. A. Dipper, E. W. Lincoln, 
V. G. Mannings, T. J. L. McComb, K. J. Orford, S. M. Rayner, 
K. E. Turver and D. G. Williams 
Department of Physics 
University of Durham 
Durham DH1 3LE 
UK 

ABSTFACT. The high mass X-ray binary Centaurus x-3 has been observed 
using the Narrabri 250 GeV gamma ray telescope and the observations 
show evidence for pulsed VHE gamma ray emission, significant at the 
4.2 SD level. The detected gamma ray signal in the total dataset 
comprises a broad pulse at precisely the contemporary X-ray period. 
The VHE emission is strongest for a few hours around the ascending 
node in the 2.1 d binary orbit. The time avera~~d ener2r flux in VHE 
gamma rays (> 250 ~~V) is ~Itimated to be - 10 erg s with a peak 
luminosity of 3xlO erg s . 

1. INTRODUCTION 

Centaurus X-3 is a high mass binary X-ray pulsar located at a distance 
of 8 kpc and which has many interesting features. It has a 4.8 s 
pulsation (Giacconi et al (1971)) and is in a system showing eclipses 
every 2.1 d (Schreier et al (1972)) together with variations in X-ray 
intensity on a time scale of months (Baity et al (1974)). The 
extensive X-ray observations show a changing pulse period which at 
times spins up due to accretion from a Keplerian disc, but at other 
times shows a spin down. Overall there is evidencr for a long term 
spin up with a period derivative of about 1.1x10- 0 s/s. This is 
confirmed by the recent GINGA observation which measured a period in 
mid-1987 of 4.8230 +/- 0.0002 s (Makino et al (1987)). 

We present evidence for the emission of 250 GeV gamma rays by the 
Cen x-3 system which has been obtained with the new Narrabri 
atmospheric Cerenkov gamma ray telescope during observations taken 
between 1987 January and 1988 January. They include measurements which 
have greater scope for demonstrating the reality of the VHE signal 
than was the case with our earlier Dugway observations of Northern 
hemisphere objects. 
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2. THE GAMMA RAY TELESCOPE 

The observations were made with the University of Durham Mk III gamma 
ray telescope situated at Narrabri, NSW, Australia (300 29' S, 1490 

39' E, alt 210 m above sea level) (Chadwick (1987)). The telescope 
has a threshold of 250 GeV in the zenith. The telescope is of 
conventional desi~n.and comprises three lig2t collectors made of high 
reflect~v~ty alum~n~um, each of area 11.4 m , on a single computer 
controlled alt-azimuth mount. Each light collector is viewed by a 
cluster of 7 fast 40 mm dia photocathode PMTs (type RCA 8575). The 21 
PMTs are arranged to provide 7 light detecting channels, each one 
comprising a triple mirror-PMT combination. One of the channels views 
the object and the others monitor the surrounding region of sky at 
equal angular offsets of 20 , providing comprehensive monitoring of the 
background. The geometrical aperture of each channel is 0.90 full 
width, the smallest value reasonable on the basis of our experience 
with a range of earlier telescopes. 

Two modes of operation of the telescope have been employed in the 
Cen X-3 observations. Most of the data were taken in the tracking mode 
when the central PMT system followed the source. In this case the 
complete encirclement of the central "on-source" channel with 6 "guard 
ring" channels gave maximum rejection of nucleon induced events 
characterised by the simultaneous response of the central channel and 
an off-source channel. The second mode of operation involves the 
mechanical chopping of the signal by movement in azimuth of the whole 
telescope by 2 spatial deg every 2 min. This ensures that the central 
channel and another located in the same horizontal plane alternately 
observe the source and a background sky region. Here all the 
advantages of the well established chopping procedure, which provides 
two independent interleaved datasets, are available, e.g. the 
appearance of the gamma ray signal in the on-source channels, and its 
absence in the same channels when off source. 

3. VHE GAMMA RAY DATA 

Observations were made for a total of 100 hrs on 34 nights between 
1987 January 28 and 1988 January 25. An observing log showing number 
of events recorded in measurements at various intervals in orbital 
phase is given in Table I. Although no data are available at phase 0.4 
- 0.5 and 0.9 - 1.0 , the remainder of the 2.1 d orbit has been 
sampled. Note that data taken in 1988 January were taken in the 
chopping mode and have comprehensive information which are able to 
demonstrate the validity of the claimed effects. 

4. PULSE TIMING ANALYSIS 

The results from X-ray measurements of the period of the pulsar in Cen 
X-3 suggest a long term spin up of the pulsar as shown in Figure 1. 
These data and in particular the near contemporaneous measurement by 
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Figure 1. The measured 
variation of the period 
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ORBITAL NO. TOTAL SIGNA.L CHI SQUARE 

PHASE OF NO. G>' STRENGTH PROBABIL tTY 

DAYS EVENTS 

-1 
0.0 - 0.1 2)970 1.1 4. 7xlO_ 1 
0.1 - 0.2 26970 1.3 3.3xlO_1 
0.2 - 0.3 27355 1.1 4.2xlO_ 2 
0.3 - 0.4 5411 2.4 4.2xlO 
0.4 - D.5 - -1 
0.5 - 0.6 23201 0.7 6.JxlO_1 
0.6 - 0.7 34204 1.1 5.0xlO_b 
0.7 - 0.8 33687 2.3 3.2xlO_ 2 
O.B - 0.9 2684 3.5 3.7xlO 

0.9 - 1.0 

TOTALS 34 177482 1.5 1. 4xlO 

Table 1. An observing 
log of the orbital phases 
of Cen X-3, showing the 
number of occasions the 
phase region was observed 
and the total number of 
events detected. 

-3 

the GINGA satellite indicate a period of 4.8230 +/- 0.0002 s for 
mid-June 1987. For a dataset of 2.5 hrs duration, which is typical of 
our data on an individual night, the independent sampling interval is 
0.0025 s. The effect of the secular change in period over 6 months is 
about 1/2 of this amount. 

The time of arrival of each Cerenkov light flash was recorded in 

Coordinated Universal Time (UTC) to an absolute accuracy of better 
than 1 ms and a resolution of 1 s. The time for each event has been 
converted from UTC to Barycentre Corrected Julian Ephemeris Time using 
the JPL solar system ephemeris and the position of the X-ray pulsar. A 
further correction to allow for the orbital motion of the X-ray pulsar 
has been made by adjusting the times to the focus of the binary orbit 
according to the X-ray measurements (Kelley et al (1983)). 

An analysis of all the data (177482 events after selection to 
reject off source candidates using the "guard ring" channels ) 
involving a periodicity test using the Rayleigh test has been made. 
Since the data span more than a year and difficulties arise if 
attempts are made to hold phase with an uncertain period derivative, 
data have been tested night by night and the probabilities for the 
appropriate X-ray period have been combined with equal weights. The 
test gives a average signal strength of 1.5 +/- 0.5% for all counts 
and corresponds to a chance probability of 0.0014 for periodicity at 
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the X-ray pulsar period. In Table 1 we show the the average signal 
strengths and the chance probabilities for periodicity at the X-ray 
period in our data divided into 10% wide intervals of the 2.1 d orbit. 
There is no indication of any significant pulsed VHE gamma ray 
emission at any phase other than the interval 0.7 - 0.8 for wh~ch the 
chance probability is 2xlO-6 (overall chance probability 2xlO
allowing for pre-selection of data in 10 orbital phase bands). Within 
the phase band 0.7 - 0.8 the data arise from measurements on 6 nights 
and the pulsed signal strength on these individual nights is plotted 
as a function of orbital phase in Figure 2. The significant emission 
is confined to the 4 nights (1987 April 29, May 20, May 22 and 1988 
Jan 21) in the phase range 0.73 - 0.77. The peak emission at phase 
0.75 is 3.7 +/- 0.9% of the cosmic ~tc ba=~g~~und, corresponding to a 
flux of3~50 GeV ~tmma rays of 3xlO cm s and source luminosity 
of 3xlO ergs s • 
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Figure 2. The strength 
of the VHE gamma ray 
signal on individual 
observations at phases in 
the range 0.7 to 0.8 of 
the 2.1 d orbit. 

5. VALIDATION OF DATA 
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MODE SIGNAL CHANCE 
STRENGTH PROBABILITY 

% 

(a) 3.7 -4 
6.4xlO_l 

(b) 1.7 1.0xlO -1 
(c) 1.5 1.OxlO 

Table 2. Chance probabilities of 
periodicity in data taken on 1988 
Jan 21 at phase 0.75 of Cen X-3: 
(a) on-source data, taken by one of 
two alternating central channels, 
(b) off-source data, taken by the 
alternate central channel, (c) 
off-source data taken by a channel 
which did not observe the source. 

The data for one of the observations showing strong emission, (3.7% on 
1988 Jan 21), were obtained with the telescope in the chopping mode. 
Observing conditions were not ideal and the data were suitable for 
pulsar analysis but interpretation of the on/off source count rates 
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was precluded. Nevertheless, validation tests were possible to 
demonstrate the genuine nature of the gamma ray signal. For example, 
the signal strengths and chance probabilities for the data from the 
two chopped channels have been evaluated. These indicate that the 
periodicity is confined to those times when the source is in the FOV 
of the on-source channel. The enhancements to the signal from 
employing the coincidence "guard ring" technique also suggest that the 
signal is genuine. For example, the strength of the signal in the data 
for the 4 nights referred to above, selected on the basis of an 
unguarded central detector (essentially the case for a normal single 
channel telescope) is 2.0 +/- 0.8%. This increases to 3.2 +/- 0.9% if 
the events having accompanying off axis "guard ring" responses are 
rejected. 

6. DISCUSSION 

The existence of VHE emission from several binary X-ray pulsars points 
to a production mechanism with inherently wide beaming, or a beam 
direction which varies with orbital position. Direct emission of VHE 
gamma rays from the pulsar magnetosphere as is the case for young fast 
pulsars seems unlikely; strong accretion flows and a luminous pulsar 
are not easily reconciled. The model of Cheng, Ho and Ruderman (1986) 
does not seem capable in such a slow pulsar of providing powerful 
magnetospheric gaps as emission sites. A model which could readily 
explain VHE emission from a pulsar magnetosphere directly, that of 
Cohen and Mustafa (1987), requires a vacuum-field at the polar 
regions, just where the accretion flow would be funneled. Also, it 
predicts an exceedingly narrow beam, requiring a large neutron star 
precession amplitude for pulsations to be observed. This contradicts 
the present result which shows an apparent link between VHE emission 
and the orbit. The VHE emission therefore may originate outside the 
magnetosphere. This could arise due to a number of effects; for 
example, to ion acceleration by the pulsar interacting with the 
accretion disc or wake or the companion's envelope as suggested by 
Eichler and Vestrand (1984). Alternatively, it could be due to 
electron acceleration in the electrical potential generated by the 
differentially-rotating accretion disc and the pulsar field 
(Chanmungan and Brecher (1985». 

The presence of pulses in the VHE emission places two 
restrictions on the latter model. First, the size of the emission 
region must be much smaller than the radius of the accretion disc (4.8 
It-s). Second, the pulsar spin axis must possess a significant angle 
with respect to the disc, since the generated potential is 
proportional to the magnetic field component perpendicular to the 
disc. The size of the emission region must be less than - 1 It-s and 
is probably located just outside the Alfven radius. The exact posi.tion 
of the Alfven surface depends on a number of unknown parameters -
including the pulsar magnetic field strength and the accretion rate. 
However, since the pulsar is spinning up, the Alfven radius must be 
less than the co-rotation radius and < -0.8 It-s from the pulsar. On a 
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simple model, the sign of the electric field will change at the 
co-rotation radius, giving the possibility that the outer disc region 
may possess a large potential sufficient to accelerate ions to provide 
PeV emission. The inner part of the disc, between the Alfven radius 
and the co-rotation radius, may accelerate ions and produce pulsed VHE 
emission; the details of the particle acceleration and photon emission 
remain to be worked out. For this model, the confinement of the VHE 
emission to a small part of the orbit suggests a beaming geometry 
which is orbital phase dependent. This could be due to the fact that 
the accretion disc just outside the magnetosphere will be tilted out 
of the orbital plane and into the equatorial plane of the pulsar. such 
a model could predict further that the VHE emission may be sporadic, 
correlating with but preceding X-ray emission. (This is due to the 
dependence of both emissions on the rate of accretion of material on 
to the magnetosphere). In this case the VHE emission may show some 
evidence of other periodicities. Quasi-periodic X-ray emission is most 
easily explained by the "beat frequency model" of Alpar and Shaham 
(1985) arising from clumps of material passing through the inner 
accretion disc at orbital rates slightly different from the pulsar's. 
Such clumps (Ghosh and Lamb (1979», possibly formed by the 
interaction of a pulsar magnetic field highly-inclined to the disc 
plane, could cause locally enhanced VHE emission for short intervals, 
and perhaps at periods slightly shorter than the pulsar period. 
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Observation of TeV Gamma-rays from the Crab Nebula and PSR 0531 
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Abstract The Whipple Observatory 10 m Reflector operating as a 37-pixel camera has 
been used to observe the Crab Nebula in TeV gamma rays. Using gamma-ray image 
selection a detection is reported at the 9.0 sigma level; this corresponds to a flux of 1.8 
x 10-11 photons-cm-2-s-1 above 0.7 TeV. Less than 25% of the observed flux is pulsed 
at the period of PSR 0531. An upper limit (95% confidence level) for the pulsed flux is 
4.5 X 10-12 photons-cm-2-s-1. 

Introduction 

The Crab Nebula and pulsar have been intensively studied at all wavelengths including 
energies accessible with ground-based gamma-ray telescopes. Using a refined version of 
the atmospheric Cherenkov technique we here report the detection of steady flux of 
gamma-rays above 0.7 TeV from the Crab Nebula at a high level of statistical 
significance. The flux is in agreement with that reported previously by Fazio et al. [I] 
in 1969-72 and in an earlier (1983-5) observation by Cawley et al. [2] with this same 
technique. The periodicity search suggests a broad light curve, but with low statistical 
significance. 

Atmospheric Cherenkov Imaging. 

The atmospheric Cherenkov imaging technique offers the possibility of improved angular 
discrimination as well as increased angular resolution with a single optical reflector. The 
basic idea is to record the image of the Cherenkov light of each air shower, and to use 
the image information to reject background showers. 

In 1983 a 37-element camera was installed at the focal plane of the 10 m optical 
reflector at the Whipple Observatory giving a 3.50 full field of view [3]. 

The tracking ON/OFF technique was employed for the reported observation. The 
candidate source was tracked to within ± 0.10 of the optic axis for 28 sidereal minutes 
throughout the ON scan. Then, in two minutes the reflector was slewed to point to a 
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position 30 minutes later in right ascension; this, the OFF scan, was continued for 28 
minutes during which the same range of zenith and azimuth angles were followed. This 
sequence of ON/OFF pairs was repeated as long as the skies were excellent (no clouds) 
and the zenith angle z was less than 55°. The majority of the observations were taken 
at z < 30°. 

Calibration files were taken at the beginning and end of each night so that the 
data files could be later flat-fielded. Preliminary data analysis consisted of three 
processes; (1) im .. ge normalisation and editing; (2) shower image parameterization; (3) 
candidate gamma-ray event selection. These images could then be used to look for an 
excess from the source direction or to search for periodicity in the data stream. 

Differentiation between gamma-ray shower images coming from a discrete source on 
the optic axis of the camera and from hadronic showers coming from random directions 
rests on two distinct factors: (a) inherent differences in shower size and/or shape 
between the two types of shower; (b) differences between the image orientation based 
on the point of origin i.e. discrete source on-axis or isotropic background. 

The relatively poor resolution of this camera and the high data rate did not 
justify very sophisicated image analysis routines. Simple moment-fitting routines were 
found to be most effective [4]. To a first approximation the images are elliptical; if the 
major and minor axis is determined, then two parameters are easily defined: the Width 
along the minor axis and the Length along the major axis. The angle that the major 
axis makes with respect to the center of the field of view (also the source direction) is 
the impact parameter in angular space and is called here the Miss parameter. 

MISS [ 

Center of 
field of view 

Figure 1 

WIDTH 

Image parameters 



A single parameter can be defined which combines the discrimination expected 
from size/shape and orientation criteria. This parameter, Azwidth, is the width along 
the radius passing through the shower image centroid. This is really a combination of 
the discrimination achieved by Width and Miss and hence should be more effective than 
either acting alone. 

Monte Carlo simulations of the response of the Whipple Observatory camera to 
both gamma-ray and proton showers [4] showed that anyone of these four parameters 
(as well as two other quasi-independent parameters) could be used as an effective 
discriminator. In each case a gamma-ray domain is defined with a cut-off value which 
determines the range of parameter values where there is the maximum acceptance of 
gamma rays combined with the minimum contamination by background cosmic rays. 

Some confidence in the simulations comes from a comparison of the measured 
parameters of the background cosmic ray events with those predicted by the 
simulations. For this analysis we have used values predicted by the simulations which 
were made prior to the observations: hence no optimisation is involved and no extra 
degrees of freedom must be accounted for. 

The data-base upon which the analysis is based is composed of 210 pairs of ON/OFF 
observations in the direction of the Crab Nebula taken between December, 1986 and 
February, 1988. A preliminary examination of the data-base (but prior to any 
comparison of the ON/OFF raw data totals) led to the rejection of 35 pairs for various 
reasons e.g. unequal lengths of scans, electronic problems, dramatic changes in minute
to-minute rates suggesting weather changes, etc. 

For the complete data-base in 175 ON/OFF pairs before image cut, there is an 
excess of 1210 raw events ( +1.12 sigma using the statistic of Li and Ma [5], Table I). 
This is not significant but is consistent with the result of Fazio et al. (I] in which 3.0 
sigma excess was seen in 150 hours of observation. 

We have then applied the parameterization routines to each image and sorted the 
image according to the prescription outlined above. The results are summarised in Table 
I. 

Table I Result Summary 1986-88, 175 ON/OFF pairs 

Parameter ON OFF % All Diff. % OFF Sigma 

All 
Azwidth 
Width 
Miss 

653,099 651,889 
9,104 7,933 

43,152 41,613 
91,746 90,641 

100.0 +1,210 0.19 
I.2 +1,171 14.76 
6.4 +1,539 3.70 

13.9 +1,105 1.22 

+1.l2 
+8.97 
+5.29 
+2.59 
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We note that: (a) the percentage of events that pass the discrimination threshold 
is on average 1.2 % , in agreement with the simulations; (b) there is an excess of 
events in the ON source data of order 15 % of the excess; (c) the effect is consistent 
with the difference in the All ON/OFF; (d) the cumulative total excess has a statistical 
significance of 9.0 sigma; this is a level not previously encountered in VHE or UHE 
gamma-ray astronomy. 

The data is internally consistent with the detection of a flux of gamma rays. We 
check that (a) the net excess that is seen in Azwidth is seen also in two other 
independent parameters that are the basis of this selection: Width and Miss, thus 
demonstrating that both shape and orientation are helping to select gamma rays (Table 
I); (b) the excess is seen in the other parameter cuts also; in particular we see the 
effect when we use the cut combination, outlined by Hillas [4]; (c) if the effect was 
noise-generated, it would be more apparent in the events that were just above 
threshold; division of the data by total digital counts recorded does not show that the 
effect is dominated by the smallest events; (d) selection into the gamma-ray domain is 
less efficient at larger zenith angles; division of the data-base by zenith angle shows 
that the technique is most sensitive closeto the zenith; (e) the effect of the star, Zeta 
Tau, is shown to have no bias on the data selection; (f) the order of observations (ON 
before OFF) is shown to have no systematic effect. 

Earlier Observations 

A total of 70 acceptable ON/OFF pairs of observation of the Crab Nebula were made 
using the same technique but with an early version of the camera [3]. The results of a 
preliminary empirical analysis [2] and a more detail analysis [6] (Table II) using the 
published discrimination factors were encouraging, although the statistical significance is 
not high. 

As there were significant differences between this data-set and the 1986-88 data
set, we have chosen to treat them separately. In particular, (a) the camera trigger was 
different with the majority'of the data taken with anyone of the inner seven tubes 
firing; (b) the camera electronics were custom-built and subject to drifts not seen in 
the improved camera; (c) the.influence of the star, Zeta Tau, was treated differently. 

Table II Result Summary 1983-85, 70 ON/OFF pairs 

Parameter ON OFF % All Diff. % OFF Sigma 

All 255,711 255,310 100.0 +401 0.16 +0.58 
Azwidth 896 797 0.3 +99 12.42 +2.41 
Width 3,370 3,277 1.3 +93 2.84 +1.14 
Miss 56,835 56,189 22.0 +646 1.15 +1.92 



Based on the excess seen with the Azwidth selection (99 events in (28 x 70) 
minutes of observation), we estimate that the effect is compatible with a flux 
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l.47 ± 0.28 x 10-11 photons-cm-2-s-1 with the gamma-ray energy threshold 0.6 TeV [6]. 

Variation with Time 

Previous observations of emission from the Crab Nebula had given some indication of 
variability, possibly associated with glitches in the pulsar period [I]. To search for 
variability on a monthly timescale the data has been analysed by dark period. Using 
Azwidth as discriminator the results are shown in Figure 2. We conclude that our 
measurements are consistent with a steady flux over the epoch 1986-88. Within the 
limitations of the earlier measurement (1983-85), there is no evidence for variability 
over that larger timescale. As we shall see in later section, the flux and energy derived 
are also consistent with the measurement made in 1969-72. There was one large glitch 
in the pulsar period between 1983 and 1988 (August, 1986) but no gamma-ray 
observations were made until four months later; no effect was noted so the possible 
association with this phenomenon is still problematic. . 
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Figure 2. Variation of the unselected (raw) data and Azwidth selected data with dark 
run; expressed as ratio of (ON-OFF)/OFF counts. 
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Periodicity Analysis 

The angular resolution of the technique at these energies is not sufficient to 
distinguish emission coming from the Nebula from that from the pulsar. The latter 
should be pulsed with the characteristic pulsar period and can be separated by the 
steady unpulsed emission from the former. 

The database for analysis consists of all the ON runs used in the dc analysis plus 
some ON and tracking scans with non-optimum weather conditions. A total of 214 runs 
for .102h of observation was available. 

The arrival time of each events was recorded with a resolution of I microsecond. 
The Coordinated Universal Time (UTC) is maintained to an accuracy of 0.5 ms by a 
WWVB receiver. During the second season of observations(I 987/8) a Rubidium clock was 
added to the timing system. Accuracy of the absolute time is maintained to < 100 
microseconds. The arrival times in the lab frame were corrected for known clock drifts 
and then barycentered with MIT (PEP311) ephemeris [7]. Absolute phases were then 
computed by folding the time series with the pulsar's radio ephemeris [8]. 

The Azwidth parameter was used as before to reject almost 98% of the 
background data. The remaining 11,276 events were folded in the light curve shown in 
Figure 3. There is suggestion for a board light curve but this is not supported by strong 
statistical significance. The result contrasts with the narrow peak light curve claimed by 
Dowthwatite et al.[9]. We estimated 25% of the observed flux are pulsed with upper limit 
(95% confidence level) 4.5 x 10-12 photons-cm-2-s-1• 
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Figure 3. Selected Azwidth data light curve of the Crab Pulsar. Arrow indicates the 
radio main pulse position. 



Energy and Flux 

Monte Carlo simulations of the response of this telescope to a gamma-ray source 
spectrum assume a power law with differential exponent of -2.25 [4]. The collection 
area and energy threshold vary with zenith angle; to derive a flux we use the net 
excess observed with the Azwidth discriminator for z < 30° (1043 events in 116x28 
minutes). We derive a flux of 1.8 x 10-11 photons-cm-2-s-1 for photons of energy 
greater 0.7 TeV. Further simulations are required to refine these values (whose 
uncertainty is greater than the small formal statistical errors); we estimate an 
uncertainty of order of a factor of 1.5 in both values. 

Discussion 

The detection of a flux of TeV gamma-rays from the Crab Nebula is further evidence 
for the Compton-synchrotron model of photon acceleration within the system [10, 11,12]. 
To date this extended gamma-ray spectrum has not been detected at any other energy. 
At lower energies (100 MeV) a non-pulsed component has been detected but its steep 
spectrum [13] is not compatible with a Compton-synchrotron nebular origin and it is 
most likely that this is an unpulsed component of the pulsar. The extrapolated flux 
(Figure 4) falls a factor of ten below the flux reported here. 
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Figure 4. Compton-scattered spectrum of Crab Nebula for two values of magnetic field: 
(a) 10-4 gauss; (b) 3 x 10-4 gauss [II). Extrapolated flux from COS-B measurements are 
shown [13] and measured points at Te V energies (S = Smithsonian [I]; T = Tien shan 
[IS] ; W = this work). 
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Although there is always more than statistical uncertainty in the energy 
thresholds and collection areas assumed for air shower systems, there is at least 
qualitative agreement between the flux reported here and that reported by Fazio et aI. 
[1]. This measurement is in agreement of the value of the magnetic field derived from 
the earlier measurement (14). This implies an ambient field close to the equipartition 
value of 6 x 10-4 gauss or a field that falls off radially from a value of I x 10-3 gauss 
at a radius of 0.1 pc from the pulsar. Although there was some suggestion of variability 
in the earlier data, both data sets are compatible with steady emission. 

The existence of a steady source of TeV gamma rays has important consequences 
for the development of the field. For years this has been hampered by the absence of a 
standard candle which would act as a calibrator and a test for new techniques. Although 
weaker than ideal, the Crab Nebula appears to have the stability necessary for this role. 
It will be of interest therefore to compare the results from other experiments when 
they devote some time to the study of the steady emission from this source. 
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Board of Science and Technology of Ireland. A.M.H. and T.C.W. acknowledge the support 
of a NATO grant. 

References 

[l] Fazio et aI., Astrophys. J. Lett., ill, Lll7 (1972) 
[2] Cawley et aI., Proc. 20th Int. Cosmic Ray Conf., La Jolla, 1, 131 (1985) 
[3] Cawley et aI., Proc. 20th Int. Cosmic Ray Conf., La Jolla, 1, 453 (1985) 
[4] Hillas, A.M., Proc. 20th Int. Cosmic Ray Conf., La Jolla, 1, 445 (1985) 
[5] Li, T.P. and Ma, Y.Q., Astrophys. J., 272, 317 (1983) 
[6] Gibbs, K.: PhD. Dissertation, Univ. of Arizona, (unpublished), (1987) 
[7] Ash, M.E. et aI., Astron. J., 72, 338 (1967) 
[8] Lyne, A.G. and Pritchard, R.S., Private Communication (1988) 
[9] Dowthwaite et aI., Astrophys. J. lett., 286, L35 (1984) 
(10] Gould, R.J., Phys. Rev. Lett., U, 511 (1965) 
(II] Rieke, G.H. and Weekes, T.C., Astrophys. J.U577 (1969) 
(12] Grindlay, J.E. and Hoffman, J.A., Astrophys. Lett.~, L209 (1971) 
(13] Clear et aI., Astron. Astrophys., 175,85 (1987) 
[14] Grindlay, J.E., Proc. Gamma Ray Symposium, Goddard Space Flight Center, 84 (1976) 
[15] Mukanov, J.B., Izv, Krimskol Astrophys. Obs. 67, 55 (1983) 



PSR1509-58: A POSSIBLE OUTER GAP GAMMA RAY SOURCE 

H.I. Nel, D.C. de Jager, B.C. Raubenheimer and A.R. North 
Department of Physics 
Potchefstroom University for CHE 
Potchefstroom 2520 
South Africa 

Abstract: New results are presented which confirm the original detection 
of PSR 1509-58 as a source of TeV r-radiation 1 • We confirm the triple 
peaked light curve at a confidence level of 99.91%. With this result the 
total significance of radiation from this source, as measured over two 

years became 1.lx10-5 • The data also indicate that the source is not ra
diating steadily, but goes through periods of radiation lasting ~ 10 days. 
and similar periods with no radiation. It was observed that the amplitude 
of the three peaks varies with time and a fourth peak appeared occa
sionally. It is shown that this behaviour is allowed by the outer gap 
mode1 7 provided that the pulsar has a free precession with a small am
plitude and a period of the order of days. 

1. Introduction 

The young radio pulsar PSR 1509-58 (hereafter called MSH) in the supernova 
remnant MSH 15-52, was identified as a steady, pulsed source of TeV 
r-rays, emitting mainly in the third harmonic of the known radio period 
at 150 msl. This pulsar has the largest known period derivative of all 
known pulsars and together with Crab 2 , Vela 3 , PSR 1937+2144 and 
PSR 1802-23 5 it forms a small group of isolated pulsars reported to ra
diate TeV r-rays. 

The detection is based on observations with the Potchefstroom TeV 
r-ray telescopes which uses the atmospheric Cerenkov technique to inves
tigate the possible existence of such very high energy r-ray sources. MSH 
was observed from 10 to 21 June 1985 on 11 occasions in the tracking mode. 
A total of 37 334 Cerenkov events were registered over 20.9 hours of ob
servations (hereafter called Observation A). Since the form of the TeV 
light curve was unknown, the HM-test 1 was applied. It indicated a strong 

deviation from uniformity with a confidence level of 99.92% when the ef
fects of a search within an independent Fourier spacing (IFS) and the 
initial uncertainty of the TeV r-ray light curve were taken into account. 
Indications were found that this pulsar emits TeV r-rays in a steady pe
riodic mode over the 11 days of observations. The (3.6 ± 0.8) % signal 
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strength leads to a TeV r-ray luminosity of - 3 x lO H erg.s- 1 which 
corresponds well with the predicted TeV r-ray luminosity when the outer 
gap model 7 is applied. The light curve shows three peaks and a harmonic 
analysis indicated that most of the power is concentrated in the third 
harmonic. It was shown 1 that the outer gap mode1 7 allows for up to four 
peaks to be visible in the TeV r-ray range (see Section 4). 

2. Further observations and confirmation 

From 10 to 20 July 1985, 29 drift scans of 36 minutes duration each (up 
to four per night) were done through the position Cir X. As the positions 
of MSH and Cir X-I differ only by 1.68° in right ascension and 1.97° in 
declination, we saw the possibility of searching for MSH in this data. 
This is made possible by the 2.2° field of view of our telescope. De
pending on the assumed lateral distribution of Cerenkov light and the 
assumed aperture function an estimated 8-30 % of the MSH emission will 
be seen in a drift scan through Cir X-I. Selecting the 10 minutes around 
nearest approach between Cir X-I and MSH resulted in 10 981 events over 
4.8 h of observations (hereafter called Observation B). 

Between 29 April and 28 June 1987 a further 27 observations with an 
average duration of 3 h were done in the tracking mode on MSH. A total 
of 274 981 events were registered during the 81.1 h of observations 
(hereafter called Observation C). 

All the arrival times were transformed to the Solar System barycentre 
using the PEP 740R ephemeris 8. The arrival times were then folded to 
produce the phases of the events modulo the pulsar period using an 
ephemeris 9,10 , which is applicable up to March 1988, thus including all 
three observation periods. 

As the analysis of the 1985 data showed that most of the power was 
in the third harmonic, we tested the hypothesis of uniformity against the 
hypothesis of emission in the third harmonic at the predicted radio period 
by using the test statistic 2nR2], where the general form is given by 

n n 
2nR2. = (2/n)[cr cost8.)2 + cr sint8.)2] 

'" i=l 1 i=l 1 

where 8i is the phases of the n events. Here nR2t is the Rayleigh power 

of the t th harmonic. The analys is was conducted on a night to night bas is 
to see if a signal was present over short time intervals. The probabili
ties of the individual nights were then combined 11 • Since no conclusion 
on the coherency from night to night is possible, this technique is called 
an incoherent analysis. This resulted in a chance probability for uni-

formity of 7.6 X 10-] and 1.2 x 10-2 for Observations Band C respec
tively. These two independent sets of data thus confirm the original 
detection at a combined confidence level of 99.91%. Combination of these 
two detections with the original detection therefore rejects the hypoth-

esis of uniformity of the data at the radio period at the 1.lx10-5 level. 
To see whether the aforementioned effect peaked at or near the radio 

frequency, a periodic analysis in frequency was conducted over 660 ~Hz 

around the radio frequency using the incoherent technique. For Observa-

tion A the effect at the radio period is 5.4x10-5 while the corresponding 
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effect for Observations A, Band C (i.e. all the data) is 1.0xl0-G (Figure 
1). Furthermore the results (Figure 1) illustrate that the main peak is 
shifted by 4.2~Hz with respect to the radio frequency. However it has a 
FWHM of 35~Hz, indicating that the effect is associable with the radio 
emission. 

7--------------r-----------~ 

SET A+B+C 

SET A 

-3.0 -1.0 .0 
-4 

(F -Fa )~ 10Hz 
Figure 1: The incoherent combination of the Rayleigh powers at the 
third harmonic for Observation A and for the combination of Obser
vations A, Band C as a function of the difference between the 
tested frequency F and the known radio frequency Fo. 

3. Variability of the signal 

The original detection inferred a steady pulsed signal over a period of 
11 days. The new data covered four additional dark moon periods. To see 
whether the signal was indeed steady, the signal strength of each of the 
49 nights were calculated, assuming emission only in the third harmonic. 
In this case the signal strength p is given by: 

p = 2[(nR 2 3 -1)/(n-l)]! ± [2/n]t 

where n is the number of events. During 53% of the nights a non-zero 
signal was seen. A runs test 13 on the five sets of signal strengths 
(Observations A and Band 3 dark moon periods during Observation C) in
dicates that the emission of three of the dark moon periods may be asso
ciated with a constant signal. During one dark moon period in 1987 the 
source did not show emission over at least 12 days, while Observation B 
indicates an enhancement of the signal lasting - 7 days. We therefore 
conclude that MSH may be switching from an on- to an off-state over time 
scales of - 10 days. 
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4. I nterpretation of the light curves 

An investigation of the light curves on a night to night basis shows an 
interesting behaviour as illustrated in Figure 2. The triple peaked 
structure (which gives rise to the strong third harmonic contribution) 
is evident on 13, 18 and 21 June 1985. The average peak separations are 
not 0.33, but 0.27, 0.3 and 0.43 respectively. Thus there seems to be 
space for a fourth peak between peaks 3 and 1. Such a peak was indeed 
seen on 16 June when peaks 1 and 3 seemed to be absent. 
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Figure 2 : Four representative light curves for PSR 1509-58 (using 
the Kernel Density Estimator technique with 10 confidence bands), 
folded with the correct radio parameters, but not matched with the 
radio pulse. The vertical dashed lines indicate the average peak 
positions for the four observations. The peaks are numbered ac
cording to the outer gaps in Figure 3. 

During fifteen nights the signal strength was large enough to warrant a 
further investigation of the light curves: Nine showed triple peaks, five 
showed double peaks (like 16 June) and there is one example where all four 
peaks were observed. A basic question is whether the fourth harmonic alone 
is significant in all the data: Adding the Rayleigh powers for the fourth 
harmonic incoherently, one obtains a confidence level of 98.2%. 
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The outer gap model for energetic radiation 7 allows the observation of 
four peaks on the light curve, provided that the angle between the mag
netic axis M and the spin axis Q is not too large 14. If this angle is 
large, only two beams can be observed (e.g. Crab and Vela). Any outer 
gap (see Figure 3) lies on the last closed magnetic field line between 
the Q.B = 0 null surface and the light cylinder and is the site for the 
production of two oppositely directed ~-ray beams, of which only one will 
reach the observer, depending on the orientation of the line of sight with 
respect to Q • An observer at A or B will see gaps 3, 4, 1 and 2 in 
chronological order as the pulsar rotates. However, beam 4 passes closest 

Figure 3. The outer gap model: 
showing outer gap 4 and the two 
corresponding oppositely directed 
TeV ~-ray beams. Any observer will 
see only one of the two beams from 
this gap. The other three gaps are 
also shown. 

to the neutron star surface and 
part of the TeV beam may be ab
sorbed due to (1) magnetic pair 
production and (2) absorption on 
keY X-ray photons (if the latter 
are produced close to the polar 
cap), leaving only three of the 
four peaks visible. In general one 
can see four peaks, but the rela
tive amplitudes may differ. Fur
thermore, due to the geometry of 
radiation and relativistic effects 
near the light cylinder, one cannot 
expect the interpeak separation to 
be exactly 0.25 as was observed. 
If there is a small amplitude free 
precession of the pulsar (with an 
amplitude which is approximately 
equal to the anf Ie between A and 
B), peak 4 may become visible as 
the line of sight changes from A 
to B. Furthermore, the observer 
will also start to see different 
parts of the other outer gaps and 

spectral and/or intensity changes along any gap will result in the am
plification or quenching of the corresponding peak on the TeV light curve, 
especially when the signal strength is low. 

5. Conclusions 

TeV r-rays from the isolated radio pulsar PSR 1509-58 was initially de
tected in 1985 using the Hm test for uniformity. Nearly all the Fourier 

power was concentrated in the third harmonic. Using this new information, 
the Rayleigh power for the third harmonic was used to confirm the emission 
of r-rays from this pulsar in subsequent observations during 1985 and 1987 

giving a significance for this source which is now at the 1.lxlO-s level. 
The outer gap model can account for the observed luminosity and the fact 
that up to four beams may be visible. The observed dominant triple peak 
is indicative of the absorption of the fourth beam's TeV r-rays by the 
strong B field (and possibly keY X-rays) close to the polar cap. However, 
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lower energy (E l < 1TeV) photons may pass through unabsorbed since the 

energy threshold for magnetic pair production for PSR1509 -58 is about 
ITeV. The occasional occurrence of the fourth peak may be indicative of 
a small amplitude free precession of the pulsar with a period of the order 
of days. Further TeV observations are necessary to confirm the results 
and interpretations presented here. 
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THE ORIGIN OF HIGH-ENERGY RADIATION FROM THE CRAB PULSAR 

F. Graham Smi th 
University of Manchester 
Nuffield Radio Astronomy Laboratories, 
Jodrell Bank, Macclesfield, Cheshire SKII 9DL UK 

The spectrum of the double pulse from the Crab Pulsar is continuous 
frcm infra-red to very high energy gamma rays. Over this range the 
pulse shape (Fig.l) is almost unchanged, and we can assume that the 
radiation is from the same source. Radio emission is also observed from 
this double source, but the shape of the radio pulse is different. The 
radio spectrum is unconnected with the infrared, and the radio emission 
mus t be coherent. 
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Figure 1. Pulse profiles for 
the Crab Pulsar 
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The high-energy (optical to gamma) spectrum can be fitted by 
curvature radiation from particles streaming out along magnetic field 
lines. The problem is to identify the regions in which this emission 
occurs. Observations of linear polarisation at optical wavelengths 
provide a solution. 

The observations have been described by Smith et al. (1988). They 
are presented in Fig.2 as a plot of the linear Stokes parameters 
throughout the double pulse. For most of the pulse cycle, including 
the lowest intensity of about 1% immediately before the main pulse, 
there is a high degree of linear polarisation, approaching 50%, at a 
constant position angle. This background polarised component is 
identified as a triangular point in Fig.2. 
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Figure 2. Linear Stokes Parameters Q,U through the cycle of the Crab 
Pulsar 

The polarized component, and the position angle, of the two pulse 
components vary practically identically. The swing of position angle 
is about 90 0 (seen as a 1800 swing in the plot of Stokes parameters); 
successive time markers on the two tracks show that the rates of swing 
are almost identical. 

Any model of the source of optical radiation, and by implication 
of the whole high energy spectrum, must therefore contain two geomet
rically identical sources. The source of the radiation must in any 
case be at a large radial distance from the pulsar, so that gamma rays 
can emerge without loss in the magnetosphere by pair creation. It 
follows that the magnetic field is dipolar, or in any case symmetrical, 
leading us to expect a spacing of 0.5 cycle instead of 0.4 cycle between 
the pulses. We will see that this is explained by light travel time 
in a model where the radiation is emitted at distances approaching the 
velocity of light cylinder. 

A further constraint on the model is set by the observed phase of 
the radio precursor, which is probably emitted in a radial direction 
from above a magnetic pole. An analysis of expected arrival phase for 
high-energy sources located on the boundary between the closed and open 
field lines of an orthogonal rotator (Smith 1986) showed that the 
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phase of the radio could only be fitted to a model in which the emitting 
regions were near the velocity of light cylinder. 

The present observation of close similarity between the two pulses 
appears to rule out models in which they represent radiation from the 
leading and trailing edges of a single polar region. They can, however, 
be the leading edges of the two polar caps. The asymmetry which leads 
to the spacing of 0.4 cycle is obtained in a model suggested by Smith 
(1971), as shown in Fig.3. 

Figure 3. Two sources of radiation near the light cylinder. The 
difference in light travel time is 2rtan~ sine. 

In this model the high-energy radiation is emitted from a radial 
distance about 0.9 of the velocity of light cylinder, and is visible 
over a wide latitude range, as it is in a wide fan beam. The magnetic 
dipole is aligned about 600 from the spin axis, and the observer's 
line of sight is also about 60 0 from the spin axis. The departure from 
0.5 phase interval is due to light travel time difference between two 
sources seen under nearly identical conditions. 

CURVATURE RADIATION FROM MAGNETOSPHERIC GAPS 

The emitting regions are identified with the outer magnetospheric gaps 
described by Cheng, Ho and Ruderman (1986). The particle flux, and 
the energy carried outwards, may be estimated by identifying the 
radiation as curvature radiation from electrons (or positrons) flowing 
outward along the field lines. The emitted radiation is Doppler shifted 
upwards in frequency, due to the rotation, by a factor 4.4. Allowing 
for this shift, the main parameters are: 

Electron energies range from 5 x 109 eV to 2.5 x 1013 eV. 
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Power spectrum N(E) a E-Y, where y 
1 at infrared. 

4 at high energy and 

Most of the energy flux is carried by particles with energy 
5 x 109 eV to 5 x 1010 eV. 

Total energy flux is 1038 erg sec-I (of total available from 
spin-down = 1038 erg sec-I; total required to power the 
Nebula = 1038 erg sec-I). 

The mechanism for radio emission from these high-energy regions is 
unknawn. 

If this model is correct, any high-energy radiation from other 
short-period pulsars may be expected to be in a wide fan-beam, giving 
a good chance of detection. 
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ABSTRACT. The timing capabilities of future U.S. x-ray astronomy satellite experiments 
that are adapted to timing studies of neutron-stars are presented. The X -ray Timing 
Explorer (XTE} is specifically designed for such studies. As a non-focusing and large
aperture (0.6 m2) instrument, it is best suited to the study of the brightest,:: 1()3 celestial x
ray sources. It features a continous lowcbackground 2 - 200 keY response and flexible 
response to temporal phenomena by virtue of its all sky monitor and rapid maneuverability. 
It will carry out detailed energy-resolved studies of phenomena close to neutron stars (e.g. 
QPO's) because of its sub-milliscond timing (to 5 jls), its hi~h telemetry rates (to 256 
kbs), and the high-throughput of its data system (to ~ 2 x 10 c s-I). Two AXAF focal
plane experiments (the high-resolution camera and the CCD Imager) are also described. 
The Japanese mission ASTRO-D, a moderate-resolution collecting system with substantial 
timing capability, is also presented. There is strong U.S. participation in the ASTRO-D 
program which is scheduled for a 1993 laumch. The imaging/collecting systems are best 
suited for faint-source timing or moderate to high resolution spectral studies at energies up 
to-lOkeV. 

1. INTRODUCTION 

The primary future US timing mission is the X-ray Timing Explorer (XTE). However, in 
principle, any x-ray astronomy mission carries out timing observations. The pervasive 
variability over wide ranges of time scales of most classes of x-ray sources means that any 
observation of an x-ray source is potentially a timing measurement that can be compared to 
earlier or later measurements. The time constants of interest for neutron stars include the 
free-fall time for matter close to a neutron star (-100 jls), the minimum expected spin 
period of a neutron star (-1.5 ms), typical spin periods (0.1 - 1000 s) , the orbital periods 
of neutron-star binary systems (103 s to 102 d), and the decay times of some x -ray novae 
(months). Preceding a description of the XTE mission and the science topics it will 
address, we choose to describe briefly several other instruments with significant timing 
capabilities, namely two experiments on the Advanced X-ray Astrophysics Facility 
(AXAF), and the Japanese-U.S. Mission ASTRO-D. 
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2. AXAF INSTRUMENTS 

The AXAF is a focusing high angular resolution (-0.5") system with a geometrical aperture 
of 1500 cm2. It will probably carry 4 focal plane instruments. The two imaging systems 
described here have capability for relatively short time scale studies of neutron stars. The 
other two (Bragg Crystal Spectrometer and Calorimeter Spectrometer) are appropriate for 
studies of systems on longer time scales. Objective grating systems on AXAF may also be 
used in conjunction with the imaging systems to study temporal variability of spectral 
features at EI~E - 2000 at 1/4 keY and -100 at 8 keY. The current launch date is mid 
1996. 

2.1 High Resolution Camera (HRC) 

The HRC is the successor to the High-resolution imager (HRI) on the Einstein satellite. It 
will have substantially improved capabilities in the areas of quantum efficiency, detector 
size, background rate, and intrinsic energy resolution. Its basic parameters are given in 
Table I and Figure 1. It consists of a CsI-coated multichannel plate. The counting rates are 
expected to be 20-40 times those of the HRI on Einstein or 5-10 times those of the Einstein 
IPC. The counting rate from 1/10 the Crab nebula is - 500 C s-1 Every event will be 
timed to 16 Jls. Its sensitivity to time variable phenomena is indicated in Figure 2. The 
instrument will be developed at the Harvard-Smithsonian Center for Astrophysics; principal 
investigator S. Murray. 

The HRC is a powerful tool for intrinsic timing/imaging studies of faint deep-space objects, 
e.g. temporal variability of active galactic nuclei and searches for pulsars in young 
supernova remnants and in M31. Also, the HRC may be used in conjunction with the 
gratings to carry out important timing studies of spectral features of x-ray binaries, e.g. 
orbital variations of Fe-line emission and absorption edges. 

TABLE I 
High-Resolution Camera on AXAF 

Detector. 
Energy Range 
Energy resolution 
Effective Area 
Field of View 
Resolution 
Readout time 
Maximum rate 

Expected rates 
Crab nebula rate 

CsI-coated microchannel plate 
0.1 - 8 keY 
100% at 1 keY 
-300 cm2 at 2 ke V 
32' x 32' 
OS' on axis 
16 Jls (all events) 
375 cis (telemetry limit); 
1000 cis (instantaneous) 
5 - 10 times IPC on Einstein 
- 5 x 103 cis 
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Figure 1: Comparison of the quantum detection efficiencies of the AXAF HRC and the Einstein HRI 
detectors. The dashed line represents the geometrical effICiency of the HRC. (from S. Murray, pvt comm.) 
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Figure 2: Sensitivil¥. for a 5 sigma measurement with the HRC. A power law spectrum of photon index 
1.4 and NH = 3 x 1O~0 cm-2 was adopted. The minimum flux indicated is for the energy band 0.2 . 8 keY. 
1.0 microCrab nebula corresponds to --4 x 10-14 erg s-1 cm-2. The Einstein deep survey is indicated for 
comparison. 
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1.2 AXAF CCD Imaging Spectroscopy (ACIS) 

This instrument brings single-photon CCD detection to x-ray astronomy with excellent 
imaging and intrinsic energy resolution (-125 eV at 6 keY) and high efficiency to and 
beyond 6 ke V (Fig. 3). The CCD design will be optimized for low energies by thinning 
the Si<h protective overcoat to 0.05 J.Lm and for high energies by a thickening of the Si 
epitaxial layer to 40 J.Lm. The basic characteristics of ACIS are given in Table II. The 
attainable time resolution is limited by the readout time of - 10 s for the full field. However 
if the source location in the field is known, a single strip can be read out in 100 J.Ls. Bright
source studies are limited by the requirement that each pixel contain :s; 1 detected photon per 
readout. Sources of intensity -lIS Crab (-1000 cIs) could be studied easily in the 'strip' 
mode. The instrument is being provided by Penn State University, JPL, and M.I.T.; 
principal investigator G. Garmire; deputy PI G. Ricker. 

The ACIS instrument is ideal for studies of the temporal variabilty of spectral features such 
as the Fe lines in neutron-star binaries, with energy resolution far exceeding that of 
traditional proportional counters. Its excellent high-energy response is well matched to Fe
line studies at - 6-7 ke V and for pulsar searches in absorbed regions of M31. Pulse 
profIles of pulsars as a function of energy can be studied over large ranges of accretion 
rates in order to determine accretion geometries and beaming patterns. 
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Figure 3. Effective area ofAXAF/ACIS. The Einstein HRI is shown for comparison. (from G. Ricker, 
pvt comm.) The sensitivity improves with integration over a large number of pixels (e.g. 1 arcmin) at 
high energies because of photon scattering in the system. 



TABLE IT 
CCO Imager I spectrometer on AXAF (ACIS) 

Detector: 
Energy range 
Energy Resolution 

Effective Area 
Field of Yiew 
Angular Resolution 
Readout time 

Maximum rate 

3. ASTRO-D (JAPAN-U.S.) 

CCO; single photon detection 
0.3 - 8 keY 
2% at 6 keY 
6% at 1 keY 
400 - 600 cm2 at 3 keY 
18' x 12' 
- 0.5" 
10 s (entire field) 
100 Jls (one strip) 
-1/5 Crab "" 1000 cIs 
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The next Japanese x-ray astronomy mission (following GINGA, now in orbit) will consist 
of a set of 4 conical foil assemblies of modest angular resolution (-1') and large collecting 
area (Fig. 4) over a range of 0.4 to 10 keY. Two ofthe assemblies will have imaging gas 
scintillation proportional counters (IGSPC) at the foci, and the other two will have single
photon detecting CCD's. 

The basic parameters of the systems are given in Table ill for the current preliminary 
design. The conical mirror assemblies are being developed at GSFC (P. Serlemitsos) and 
the CCO detector system at MIT (G. Ricker); both groups will work as part of instrument 
tearns consisting of Japanese and American scientists and engineers. The Japanese will 
provide the IGSPC systems, the on-board data system and spacecraft, and the overall 
direction of the program. A strong guest program for American (and possibly other) 
observers will follow the 1993 launch. The project leader is Y. Tanaka. 

The major thrust of this mission will be high throughput spectroscopic studies where 
imaging requirements are modest, e.g. spectral features in QSO, supernova, and galactic 
sources. The net effective area (all 4 detection systems) will be -500 cm2 in the 4 - 8 keY 
region. The total counting rate for the Crab nebula (over all energies and all detectors) is 
roughly estimated to be about 5000 c s-l. Searches for pulsars in M3I, the study of 
variability of accretion rates in distant binary systems, and the discovery and study of 
neutron stars in SNR are all important timing objectives. ASTRO-D could be the 
instrument that discovers, as an x-ray pulsar, the expected underlying neutron star in 
SNI987A. 
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TABLEll 
ASTRO-D Parameters (Preliminary) 

Mirror Assemblies 
Number 4 
Angular resolution 
Effective Area (4 mirrors) 

l' (half power radius) 
- 1000 cm2 at < 2 keY 
- 600 cm2 at 2 - 7 keY 

Imaging Gas Scintillation Proportional Counters 
Number of units 2 
Net effective area (2 units) 250 cm2 at 3 keY 
Window -37 11m Be window 
Energy range 1 - 12 ke V 
Energy resolution 8% at 6 keY 
Spatial resolution 1 mm (ang. resolution -1 ') 

CCD Assemblies 
Number units 
Effective area (2 units) 
Energy range 
Energy resolution 

Telemetry 

1200 

2 
-200cm2 at 3 keY 
0.3 - 10 keY 
2% at 6 keV, 6% at 1 keY 

32 kb/s for 4 orbits per day 
4 kb/s for 11 orbits 

ASTRO-D 
1000 .... 
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Figure 4: Approximate areas of the ASTRO·D mirror and the ASTRO·D mirror/detector system versus 
energy (current design). The effective system area (dark curve) is the approximate total of al14 focal plane 
instruments. The effective areas of the AXAF Mirror and of the Einstein !PC are shown for comparison. 
(Adapted from data provided by Y. Tanaka, P. Seriemitsos, and G. Ricker.) 
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4. THE X-RAY TIMING EXPWRER (XTE) 

The X-ray Timing Explorer, scheduled for launch in early 1994, is directed toward timing 
studies of compact objects (galactic and extragalactic). It will carry 3 instruments, a large
area proportional-counter array (PCA), a high-energy crystal scintillation experiment 
(HEXTE), and an all-sky monitor (ASM). The instruments and their fields of view are 
shown schematically in Fig. 5, and the effective areas as a function of energy are shown in 
Fig. 6. The essential parameters of XTE are given in Table N. XTE will be carried on the 
Explorer Platform for at least 2 years beginning in early 1994. The ObseIVing time will be 
devoted 100% to Users (Guests). The mission scientist is J. Swank. 

The mission has been previously described by McClintock and Levine (1984); it has since 
been reduced in aperture by about 30% to reduce costs and to make it compatible with a 
Delta vehicle should the shuttle become unavailable. The science potential of the XTE and 
the Japanese Ginga missions has been discussed by Epstein, Lamb and Priedhorsky 
(1985). 

XTE FIELDS OF VIEW 

Background 
FOY's* 

PCA 
Jr 

(2 units) 

SOLAR __ _ 

PANEL 

PCA HEXTE 
FOY* ROCKING 

FOY's* .-.. Rotation 
Axis 

*1°FWHM 
# ASM Assembly 

Rotated 180 deg. 

Figure 5. Schematic view of XTE showing the fields of view of the Proportional Counter Array (PCA). 
the High-Energy X-ray Timing Experiment (HEXTE). the All-Sky Monitor (ASM). and elements of the 
Explorer Platform. e.g .• the Multi-Mission Spacecraft (MMS) and the Payload Equipment Deck (PED). 
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Figure 6. Effective Area of the PCA and of III of the HEXTE. The two HEXTE assemblies each rock on 
and off the source so that only 1/2 the area is on the target source at a given time. 

4.1 The Explorer Platfonn 

The Explorer Platfonn is, in essence, the same spacecraft (MMS) that carries the Solar 
Maximum mission. It is highly maneuverable (60/min) and can point the PCA/HEXTE to 
any point on the sky on any day of the year, if the PCA-sun angle is > 300. It will 
provide, via tape dumps through TDRSS, an average telemetry rate of 26 kbs for the 
scientific instruments and 256 kbs for up to 30-min a day. Neither XTE nor the Platfonn 
carries expendables that would artificially limit the lifetime. XTE will be preceeded on the 
Platfonn by the Extreme Ultraviolet Explorer (EUVE). XTE will be carried into orbit on 
the shuttle, the Platform/EUVE will be captured and placed in the shuttle bay, XTE will be 
exchanged with EUVE in the bay, and then the PlatfonnIXTE will be deployed. The orbit 
will, of necessity, be a low-earth orbit at altitude - 550 km at 280 inclination. The XTE 
mission would terminate when another experiment replaces it on the Platfonn. 

4.2 The Proportional Counter Array (PCA) 

The proportional counter array consists of 5 large detectors with a total area of 6250 cm2. 
Each detector will be a large version of the HEAD-I HED detectors that featured low
background through efficient anti-coincidence schemes including side and rear chambers 



TABLEN 
X-Ray Timing Explorer Parameters and Features 

POINTE~2roS~~portionai Counters; 2 - 60 keY; 'PCA'; GSFC 
HEAO-A2 type; low background. 

1600 cm2;NaI/CsI; 15 - 200 keY; 'HEXTE'; UCSD 
Chops on-off source continuously; low background 

PARAMETERS OF POINTED IN~1RUMENTS 
Net Area 3000 cm at 3 ke V 

6000 cm2 at 10 keY 

Field of View 

Energy Resolution 

Sensitivity'" 

Time Resolution 

Background 

Telemetry 

1200 cm2 at 50 keY (NaI); 800 cm2 at 50 keY (Xe) 
1100 cm2 at 100 keY 
300 cm2 at 200 keY 

10 FWHM circular; PCA and HEXTE coaligned 

18% at 6 keY (Xe) 
18% at 60 keY (NaI) 

0.1 mCrab 2-10 keY (minutes);)imit of source confusion 
1 mCrab 90 - 110 keY (30; l~ s) 

5J.1S 

2 mCrab 2-10 keY 
100 mCrab (1 X 10-4 cts cm-2 s-l keV-1) at 100 keY 

24 kbs continuous; 256 kbs -30 min/day 

Flight Data System(MIl) Flexible binning criteria (microprocessor-driven) 
(for PCA/ ASM) Pulsar folding and high time resolution burst searches 

Simultaneous binning with different criteria 
Real-time sub-ms resolutiQn FFT's 
High throughput, >2 x UP ct s-l 

ALL-SKY MONITOR ('ASM'; MIl) 
Energy Range 2-10 ke V; 3 energy channels 
Net Area 90 cm2 net 
Positional Resolution 0.20 x 20 (Positions to 3' x 30') 
Scan time 90 min; 80% of the sky per orbit 
Sensitivity 30 mCrab in 90 min; 10 mCrab in 1 day 
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Dissemination Routine analyses carried out immediately to assess need for pointed studies, i.e. a 
SIC maneuver. Results placed in public domain (computer access) to 
aid community in proposal writing, optical observations, etc. 

SPACECRAFT and OPERATIONS 
Maneuverability 6°/min; precise to < 0.1 deg.; aspect to 0.01 deg .. 

85% of sky accessible (includes anti-sun pointing for coordinated observations) 
Response to Transients Few hours after detection 

USER (QUESn PROGRAM 
PCA/HEXTE 100% of time competitively assigned. (pI's also compete) 

Single object, class studies, or contingency (i.e. transients) proposals allowed 
Observing at SOC or at PI institutions (with less suppon) 
Remote observing from observer's home institution possible 
Multi-wavelength coordinated observations encouraged 

ASM Prooosals for SlXX'ialized analyses possible 
... 1 mCrab '" 1.06 Illy at 5 keY 
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and a propane top layer. The two windows (the front one and the one separating the 
propane and xenon chambers) are each 25-llm Mylar. The xenon is 3.6 cm thick at 1.0 
atmosphere. The PCA is effective over the range 2-60 keY with 18% energy resolution at 6 
ke V and 256-channel pulse height discrimination. The 10 FOV (FWHM) yields a source 
confusion limit at -0.1 mCrab. The PCA is being provided by GSFC; principal 
investigator S. Holt. 

The Crab nebula will yield 8700 c s-l (2-10 ke V) and 1200 c s-l \10-30 keY) in the PCA. 
The backgrounds in these 2 bands are respectively 20 and 24 c s- , corresponding to 2 and 
20 mCrab respectively. With these backgrounds, an AGN source of intensity 1.3 mCrab 
(2 - 10 keY) and energy index 0.7 will be detected at >2 cr in only 1 sat 2 - 10 keY and at 
3cr in 10 s at 10-30 keY. Monitored anticoincidence rates will yield the background reliably 
to at least 10% of its value. Two counters of similar construction, but with area of only 
300 cm2 each and with offset fields of view, will be used to continuously monitor the 
background in order to refme and confirm the background model. 

The microprocessor-driven flight data system for the PCA can handle high throughputs to 
~ 2 x 105 c s-l (Sco X-I yields 160,000 c s-l) and can time events to 5 Ils. The data 
stream can be binned simultaneously in several modes each of which can be chosen 
arbitrarily for optimum tradeoffs of timing and spectral information. The binned data can 
be preprocessed prior to being telemetered. Burst searches at high time resolution, pulse 
folding, and on-line FFTs and autocorrelations with time resolutions to 10 Ils are features 
of the system in the current design. The data system, which will also be used for the ASM, 
is being provided by MIT. 

4.3 The High-Energy X-ray Timing Experiment (HEXTE) 

The HEXTE experiment consists of two rocking clusters of NaIlCsI phoswich detectors 
which cover the energy range 15 - 200 keY. Each cluster contains 4 detectors; the total area 
of the entire system is 1600 cm2 The clusters (or the collimators) will be continuously 
rocked on and off source for background subtraction. An automatic gain control feature 
further refines the background knowledge. The field of view is 10 FWHM and is 
coaligned with the PCA when on target. The HEXTE flight data system will provide the 
following modes: binned, event encoded, pulsar fold. flare catcher. and an optimum high
speed code. The telemetry rate for HEXTE will be at least 3 kbs. The instrument will be 
provided by UCSD; principal investigator R. Rothschild. 

The Crab nebula will yield 170 c sol (15-30 keY) and 130 c sol (> 30 keY) in 1 cluster (1/2 
HEXTE). The background in these energy bands will be -6 and -29 c sol respectively. At 
100 keY, the background is about 100 mCrab (1 x 10-4 cts cm-2 s-l key-I). In the 90-110 
keY band, the limiting sensitivity is expected to be about 1 mCrab (1 x 10-6 cts cm-2 sol 
ke y-l) or 1 % of the instrument background. This sensitivity can be reached at 3cr in lOSs. 

4.4 The All Sky Monitor (ASM) 

The ASM consists of 3 'scanning shadow cameras' (SSC) on one rotating boom with a 
total net effective area of 90 cmZ: Each SSC is a one-dimensional 'Dicke camera' 
consisting of a I-dimensional mask and a I-dimensional imaging proportional counter. A 
weak-source detection provides a single line of position of 0.20 x 900. Two of the units 
view perpendicular to the rotation axis and serve as 'crossed slat collimators'; the third unit 
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views along the axis of rotation and serves in part as a 'rotation modulation collimator'. 
The crossed slats provide a positional resolution of 0.20 x 20 for a weak source and 3' x 
30' for a bright source. A spacecraft maneuver could reduce this to 3' x 3'. The ASM will 
be provided by MIT; principal investigator H. Bradt 

The sky will be scanned once every 90 min, and 80% of the sky will be surveyed to a 
depth of 30 mCrab (about 50 sources). Frequent spacecraft maneuvers will insure that 
100% of the sky is surveyed each day. In one day, the limiting sensitivity becomes -10 
mCrab. The instrument is sensitive to 2 - 10 keY x rays which will be telemetered in 3 
channels. The intensities derived from the data will immediately be made available to the 
duty scientist and to the community in general (via computer bulletin board). The results 
will make possible rapid acquisition by the PCA/HEXTE of sources when they undergo a 
change of state, e.g. to the horiwntal branch or a transient. 

4.5 Science Objectives of XTE 

XlE is expected to carry out pioneering studies in the following measurement domains: 
sub-ms timing and in rapid response to temporal phenomena. In addition it will forge 
substantial new ground in spectral studies to -200 keY, in the facilitation of 
multiwavelength observations, and in long-term very-sensitive monitoring of temporal 
phenomena (sampling with the PCA). 

The principal scientific objectives and expected results of XTE are given here. The results 
reflect directly specific experiments. Each makes use of XTE's particular combinations of 
strengths. Most but not all pertain to neutron star timing. 

Nature of the X-ray source in active galactic nuclei. XTE studies of quasars, Seyfert galaxies and 
BL Lac objects will determine conditions in the innermost regions of AGN by (1) bounding the 
total x-ray luminosity, (2) searching for a characteristic frequency by obtaining the PDS spectrum 
to:: 200s, and (3) exploring the very-low-frequency variations (days to years). XlE will also 
determine if AGN are the major contribution to the diffuse background through measurement of 
their spectra to > 100 ke V. 

Structure of accreting neutron stars. XlE results will improve substantially the constraints on 
models of the internal structure of neutron stars through measurements of rotation-rate changes in 
accretion-driven x-ray pulsars. 

Behavior of matter close to a stellar black hole. XTE will determine the character of the 
millisecond variability (aperiodic and quasi-periodic). This will provide strong diagnostics of the 
innermost regions of accreting black holes, including possibly (quasi-)periodicities from relativistic 
matter in the innermost orbits. 

The Nature of Quasi-Periodic Oscillators in Accreting Systems. XTE will search for millisecond 
coherent pulsing in low-mass x-ray binary systems (LMXB) strongly suggested by quasi-periodic 
oscillations (QPO) in the detected flux. If successful, this will provide direct evidence for 
magnetic-field decay in neutron stars and will prove unequivocally that these systems are the 
precursors of millisecond radio pulsars. XlE will also determine directly the processes and 
geometries of the formation of the x-ray spectrum in LMXB through studies of phase lags (as a 
function of energy) of QPO. 
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X-ray transient studies of accretion torques, compact-star masses, and stellar winds. X1E will use 
the changing accretion-flow rate in 'hard' pulsing transients to detennine, with minimal ambiguity, 
the accretion torques, magnetic fields, and pulse-beaming geometries in high-mass x-ray binaries. 
X1E will also detect and identify 10 to 20 'soft' x-ray transients that will lead to strong lower 
limits for the masses of the compact objects. This could strengthen greatly the case for stellar black 
holes. 

The magnetic fields of neutron stars and white dwarfs. X1E will determine white-dwarf magnetic 
fields and the temperatures and geometries of accretion shocks in magnetic cataclysmic variables 
through phase resolved x-ray spectral measurments to ~ 30 keY. X1E will also measure the 
directions and strengths of magnetic fields of neutron stars and obtain the plasma conditions in 
them through studies of cyclotron features to -150 ke V. 

Nature of x-ray emission from the galactic plane. X1E will map the structure and temporal 
variability of the galactic 'ridge' with 1-deg"2 and I-day resolutions with the objective of elucidating 
the nature of the x-ray emission. Newly discovered (in x-rays) pulsing Be-star systems will yield 
stellar-wind parameters. 

Search for a neutron star in SN 1987 A. X1E will search for pulsing x-rays from SN1987 A that 
may be visible only above -20 keY in 1994-6. Discovery would demonstrate that a black hole was 
not formed in the collapse. Follow-on pulse-timing studies would address fundamental physical 
issues, specifically the evolution of the progenitor from a search for binary motion, the magnetic 
dipole moment of the pulsar from the braking index, and the structure of the neutron star from 
glitch studies. 

Studies of new prototype objects. Discoveries of objects that extend or modify the characteristics 
of an x-ray class are still forthcoming from the ongoing identification of x-ray sources in the 
HEAO-1 LASS catalog (Wood et al. 1984), the all-sky survey that underlies the X1E mission. 
The numbers of sources in each class of identified 'bright' hard x-ray emitters (e.g. BL Lac 
objects, LMXB) remains modest, from a few to -100 (e.g., Bradt et aI1988). Thus newly 
identified objects frequently are found to have have unusual properties. These objects often 
become prototypes of new subclasses worthy of study at all wavelengths, e.g. by XTE. ROSAT 
identifications will further infuse new science into the XTE program. We stress that the population 
characteristics of the -1()3 brightest x-ray sources in the sky are not yet fully known and that XTE 
will make a substantial contribution to their definition. 
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FUTURE EUROPEAN PROGRAMS IN X-RAY ASTRONOMY 

Gunther Hasinger and Joachim Trumper 
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D-8046 Garching bei Munchen 
Federal Republic of Germany 

Abstract. 

The properties of the major European X-ray telescopes of the future are summarized 
here with particular emphasis on the German X-ray satellite ROSAT which is the 
next mission to be launched. 

1. Introduction 

About 26 years ago Sco X-I, the first cosmic X-ray source, has been discovered 
by Giacconi and collaborators (1962). Since then X-ray astronomy has become an 
integral part of astrophysics, taking an equal role with astronomy in other wave
bands in the exploration of our universe. Although many exciting results have been 
achieved with sounding rocket and high-altitude balloon payloads, satellite missions 
have played the most important role in X-ray astronomy in the last 15 years. 

Table 1: X-ray Satellites of the Past 

Satellite Country Launch Instrumentation 

UHURU USA 1970 collimated counters 
ARIEL-V UK 1971 collimated counters 
ANS USA/NL 1974 collimated counters 
SAS-3 USA 1975 colI. counters, parabolic collectors 
OSO-8 USA 1975 collimated counters 
HEAO-l USA 1977 collimated counters 
Einstein USA 1978 imaging telescope (IPC,HRI,SSS,FPCS,OGS) 

+ collimated counter (MPC) 
Hakucho J 1979 collimated counters 
Tenma J 1983 collimated counters (GSPC) 
EXOSAT ESA 1983 collimated counters + GSPC + 

imaging telescope (PSD,CMA,OGS,filters) 
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Table 1 lists the major X-ray satellites of the past, starting with the milestone 
UHURU which performed the first all-sky survey in X-rays, and ending with ESA's 
X-ray observatory EXOSAT which at present is still keeping us busy with exciting 
results. A total of ten X-ray satellites is listed in the sixteen years between 1970 
and 1986. The main type of instrumentation on these payloads were collimated 
proportional or scintillation counters. Only the Einstein and EXOSAT satellites 
were carrying imaging X-ray telescopes. 

Table 2 lists the present and future X-ray satellite programs. It starts with the 
Japanese Ginga satellite, carrying the largest array of proportional counters ever 
flown, and the X-ray payload on the QUANT astrophysical module which is docked 
to the Sovjet space station MIR. Both of these instruments are currently active and 
produce exciting results. One example is the discovery of X-rays from SN1978a last 
fall, almost simultaneously from both instruments (Dotani et aI., 1987, Sunyaev et 
aI., 1987). 

The list continues with the missions of the near and further future. The ten
tative launch dates are also given. A clear evolution in instrumentation becomes 
obvious from table 2: almost all future X-ray and XUV satellites will be equipped 
with imaging telescopes. Various kinds of focal plane instrumentations are also 
indicated. Also a trend to more and more multinational projects is evident. The 
major European telescopes will be briefly discussed here. 

Table 2: X-ray Satellites of the Present and Future 

Satellite Country Launch Instrumentation 

Ginga J/UK 1987 collimated counters 
QUANT/MIR USSR/NL/ 1987 coded mask + 

UK/G/ESTEC coil. counter + GSPC 
ROSAT G/USA/UK 1990 XRT: imaging telesc. (PSPC, HRI) 

WFC: imaging telesc. (CMA, filters) 
EUVE USA 1991/2 imaging telescope (CMA, filters) 
XTE* USA 1991/2 collimated counters 
SAX* I/NL/ESTEC 1992 colI. counters, imago telesc. (IGSPC) 
Spectrum-X· USSR/DK/ 1993 XPECT: 2 imago telescopes (SSD) 

UK/G/I JET-X: 2 imago telescopes (CCD) 
Astro-D J/USA 1993 imago telesc. (IGSPC, CCD) 
SPEKTROSAT* G 1994 imago telesc. (OGS, PSPC, HRI) 
AXAF* USA 1996 imago telesc. (CCD, HRC, OGS, 

FPCS, Calorim.) 
XMM ESA 1998 3 im. telesc. (CCD, IGSPC, RG) 

* project not finally approved 
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2. ROSAT 

The main scientific objective of the ROSAT mission (Triimper, 1983) is to per
form the first all-sky survey with an imaging X-ray telescope and the first all-sky 
survey in the XUV waveband. The X-ray all-sky survey will be several orders of 
magnitude more sensitive than previous surveys. About 100000 new X-ray sources, 
comprising almost every class of astronomical objects from nearby ordinary stars 
to the most distant quasars, are expected to be discovered. The XUV survey enters 
an almost unexplored domaine. After completion of the sky survey (1/2 year) the 
instruments will be used for detailed pointed observations of selected targets. The 
pointed mode, compared to the Einstein telescope, provides substantially improved 
sensitivity as well as angular and spectral resolution. It will be exclusively open to 
guest observers. 

Table 3: Characteristics of the ROSAT XRT 

Mirror System 

material 
ou ter diameter 
inner diameter 
geometrical area 
focal length 
mean grazing angle 
on axis resolution 

PSPC 

size 
gas filling 
background rejection 
energy resolution at lkeV 

Telescope with PSPC 

field of view 
energy range 
effective area at 1 ke V 

0.28 keY 
on-axis angular resolution at 1 ke V 

0.28 keY 

Telescope with HRI 

field of view 
on-axis angular resolution 

Zerodur, gold coated 
83 cm 
37 em 
1141 cm2 

240 em 
2° 
3.5 arcsec (HEW) 

8 cm x 8 cm 
argon,xenon,methane 
99.5 % 
40 % FWHM 

2° diameter 
0.1 - 2 keY 
420 cm2 

470 cm2 
25 arcsec FWHM 
1 arc min FWHM 

36 arcmin diameter 
7 arcsec HEW 
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2.1 Instrumentation 

The main instrument of the ROSAT observatory is the X-ray telescope (XRT) 
with a fourfold nested Wolter type I mirror system of 83 cm diameter and three 
different focal-plane detectors. The design, construction and performance of the 
X-ray mirror system is desc:ribed by Aschenbach (1988). The focal plane assembly 
consists of a caroussel carrying two position-sensitive proportional counters (PSPC), 
built by MPE (Briel and Pfeffermann, 1986) and a 'high-resolution imager' (HRI), 
provided by SAO (Henry etal., 1977). The PSPCs have an angular resolution of 
about 25" and a spectral resolution of about 40 % at 1 keY. The HRI is a channel
plate detector with an angular resolution of a few arcsec but no energy resolution. A 
detailed description of the XRT focal plane instrumentation is given by Pfeffermann 
et al., (1987). Table 3 summarizes the main characteristics of the ROSAT XRT. 

The second instrument aboard ROSAT, the British Wide-Field Camera, is a 
smaller telescope for the extreme ultraviolet (XUV). It consists of a three-fold nested 
Wolter-Schwarzschild type 1 system of 58 cm diameter and 53 cm focal length. Two 
identical microchannelplate detectors and several thin filters can be moved into the 
focus. Table 4 summarizes the main WFC characteristics. 

Table 4: Characteristics of the ROSAT WFC 

Mirror System 

outer diameter 
focal length 
field of view 
energy range 
on-axis angular resolution 
average angular resolution 
filter bandpasses: Lexan 

"Be/Lexan 
AI/Lexan 

2.2 Spacecraft and Mission 

57.6 cm 
52.5 cm 
5° diameter 
0.21 - 041 keY (60 - 300 A) 
1 arc min rms radius 
2 arc min rms radius 
60-170 A 
112-190 A 
170-300 A 

Figure 1 gives a schematic overview of the present configuration of the ROSAT 
spacecraft and its major components. The two telescopes, XRT and WFC, are 
coaligned and each one possesses its own taperecorder and star tracker(s). The 
two XRT star trackers have a field of view of roughly 4.5° . 6° and can locate 
stars down to 6.5th magnitude with an accuracy of about 1 arcsec. A three-fold 
solar array, buffered by batteries, provides electrical power. ROSAT is three-axis 
stabilized using four momentum wheels which are almost continuously unloaded 
by three magnetic torquers. Four gyroscopes as well as the XRT star trackers, 
magnetometers and sun sensors are used as attitude sensors. The attitude accuracy 
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and stability are expected to be better than 1 arcmin and 5arcsec/sec, respectively. 
The post-facto pointing accuracy will be several arcsec. A fiducial-light system is 
continuously monitoring small thermal motions between star trackers and X-ray 
telescope. 

Figure 1: Schematic overview of the ROSAT spacecraft 

The flight model of ROSAT is currently being integrated at Dornier Systems, 
and we are looking forward to the final tests and calibrations. ROSAT is presently 
scheduled for launch from Cape Kennedy with a Delta II rocket in February 1990 
into a 580 km circular orbit with 57° inclination. Its design lifetime is 1.5 years, 
enough for 1/2 year of all-sky survey and one year of pointed phase. In principle the 
lifetime of the orbit and instrumental consumables (counter gas, batteries) should 
allow a much longer operation. 

2.3 Prospects of ROSAT Observations 

During the survey the sky is covered by continously scanning great circles perpen
dicular to the earth-sun line, all great circles are meeting at the ecliptic poles. The 
full sky will be surveyed in one half year, yielding exposure times of "",,600 s at the 
ecliptic equator and """40000 s at the ecliptic poles. ROSAT will achieve a sensitivity 
over the whole sky which is similar to the serendipitous Medium Sensitivity Survey 
of the Einstein satellite (Gioia et al., 1984) which, however! only covered about 
100 square degrees. The survey will therefore vastly enlarge the existing samples 
of different classes of sources and open space for truly new discoveries. This will 
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allow the detection of roughly 100000 new X-ray sources, the majority of which will 
be extragalactic objects: Seyfert galaxies, quasars and several thousand clusters 
of galaxies. The largest population of galactic objects should comprise a few ten 
thousand ordinary stars with coronal emission. 

The second part of the mission is devoted to pointed observations of selected 
targets. For the study of emission from stellar coronae the wide spectral range 
of the XRT and WFC, providing in total about ten energy channels will be of 
special importance. Investigations of supernova remnants and clusters of galaxies 
will profit from the low intrinsic background of the XRT. Depending on the neutron 
star cooling curves, the thermal radiation of several tens of nearby radio pulsars, 
of special interest for the theme of this conference, will be observable in pointed 
observations (Hartner et al., 1988). As a special example we want to discuss in 
some detail the ROSAT 'deep surveys', very long pointed exposures (50000 s -
400000 s) of as yet empty fields in the sky. These will give a glimpse of the faintest 
X-ray sources ever observed (2 - 5· 1O-15erg/cm2s). These observations should 
resolve a fair fraction of the diffuse extragalactic X-ray background - if it is made 
up by point sources. Extended optical work on the designated fields is already 
in progress. We expect optical counterparts of the X-ray sources as faint as 25 
magnitude. The combined X-ray/optical data set should allow an almost complete 
optical identification of the detected objects, the remaining unidentified X-ray error 
boxes can finally be searched with the Hubble Space Telescope. 

ROSAT' HRl OR.p .Surunt 
Lj.0ee0l1il s 

~'" 

Figure 2a (left): Simulated image of a ROSAT deep survey observation with 
the PSPC in the focal plane. In 100000 seconds a total of 60-100 sources can be 
detected. At the sensitivity limit about 50-70 percent of the diffuse extragalactic 
background can be resolved. Figure 2b (right): Same field as in fig. 1 but now 
observed with the HRI in 400000 seconds. Positional accuracy of ,.... 2 arcsec can be 
reached. 

The ROSAT X-ray data will be automatically analysed in the Rosat Scientific 
Data Center (Zimmermann et al., 1986). The results of this 'standard analysis' 
will be distributed to the guest investigators. At the same time guest investigators 
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will be provided with a portable software system for a more detailed interactive 
analysis. This system is based on MIDAS and runs on work stations under UNIX. 
or VMS. Similar data services will be provided by the US and UK ROSAT data 
centers. 

The algorithms to detect and analyse X-ray sources in ROSAT images are out
lined by Hasinger (1985) and Cruddace, Hasinger and Schmitt (1987). In order to 
be able to predict the sensitivity and scientific thrust of different types of observa
tions and in order to test and optimize the analysis algorithms extensive simulations 
of various types of observations have been carried out. A catalcgue of sources is cre
ated extrapolating known logN/logS functions (see e.g. Schmidt and Green, 1986). 
Properties of the individual sources like spectrum, extent or time-variability as well 
as the interstellar absorption column density can be chosen. The resulting artificial 
'sky' is then observed with the telescope nither in surveyor pointed mode. Every 
single photon that is emitted from the sources is followed by ray tracing through a 
realistic model of the mirror system and detector. The resulting data, stored in the 
ROSAT telemetry format are then treated just like flight data and analysed using 
the automatic search procedures. The last step to derive the properties of the X-ray 
source uses a maximum-likelihood algorithm which treats every individual photon 
seperately (Cruddace, Hasinger and Schmidt, 1987). 
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Figure 3: LogN/LogS distributions for the simulated PSPC (3a) and HRI (3b) 
fields. See text. 

Figure 2a shows a simulated image of a PSPC deep-survey observation of 100000 
seconds. The simulation contains quasars, active galactic nuclei, clusters of galaxies 
and normal stars. A total of -60 sources is detectable here. For a good fraction 
of those it will be possible to measure the X-ray spectrum. Figure 2b shows the 
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same field as observed with the HRr for 400000 seconds, giving a positional accu
racy of "" 2 arcsec. The results of searching the PSPC and HRr fields with the 
ROSAT standard analysis software are displayed in figure 3a and b, respectively. 
The squares represent the measured logN/logS distribution. The nearby solid line 
is obtained for the input artificial sky. The straight line to the right represents a 
power law extrapolation of the Einstein Medium Sensitivity Survey results (Gioia 
et al., 1984). Sources a factor of 10 and 20 fainter than the limiting flux of the 
Einstein deep surveys (Giacconi et al., 1979) can be detected with the PSPC and 
HRr, respectively. 

3. SPEKTROSAT 

The planned ROSAT follow-up mission is dedicated to X-ray spectroscopy. SPEK
TROSAT will be an almost identical copy of the ROSAT satellite with one main 
additional element: a transmission grating. An adaptation of the focal plane instru
mentation to the requirements of the grating (e.g. curved, larger detector) has to be 
considered. In addition, another type of add-on instrument could be accomodated 
where ROSAT is housing the WFC now. 

The spectrometer design is described by Predehl and Brauninger (1986). De
pending on the choice of focal plane detector SPEKTROSAT can reach a maximum 
resolving power of a few 100 in the wavelength range below ,.., 150 - 200 A. Com
pared to the objective grating spectrometer on Einstein and EXOSAT it will be 
more sensitive by a factor of 30 to 100. Figure 4 shows the expected X-ray spec
trum from a 10000 s observation of Capella (Predehl and Brauninger, 1986). 
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Figure 4: Simulated spectrum of the star Capella as expected to be measured 

with SPEKTROSAT 
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4. Medium-Energy X-ray Mirrors 

All of the X-ray instruments discussed so far (Einstein, EXOSAT and ROSAT) 
have relatively soft response, their effective area drops rather rapidly above 2-4 
keY. A major scientific objective of a whole new family of X-ray telescopes of the 
1990s is to extend the sensitivity of imaging optics to higher energies. Especially 
the iron line complex, which may give unprecedented diagnostic power, will be 
covered. Simultaneously larger and larger collecting areas are aimed for. Figure 5 
shows a comparison of the effective areas of X-ray mirrors from various missions. 
In table 5 the prospected characteristics of several medium-energy X-ray mirrors 
are compared. 
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Figure 5: Comparison of effective areas of various X-ray mirrors 

4.1 SAX 

The Italian X-ray programme SAX (Satellito di Astronomia X) is a broadband ob-



416 

Table 5: Characteristics of various X-ray telescopes 

Experiment SAX JET-X Astro-D AXAF XMM 

Mirror Type Concentrator Wolter Thin Foil Wolter Wolter 
Energy Range (ke V) 0.1-10 0.2-10 0.3-10 0.1-10 0.3-10 
Angular Resolution (") 60 ~ 30 ~ 120 0.5 ~ 30 
Effective Area at 200 320 1300 1100 6000 
2 keY (cm2) 
Effective Area at 125 140 500 145 2650 
8 keY (cm2) 
Spectral Resolution 2-15 10-70 10-70 10-1000 10-500 
Orbit low high low low high 
Launch Year 1992 1993 1993 1996 1998 

servatory which, in addition to an X-ray spectrometer with imaging concentrators 
carries several collimated counters including a coded mask wide-field camera. The 
spectrometer characteristics are described in table 5, imaging gas scintillation pro
portional counters (IGSPCs) are used as focal plane instruments. A seperate GSPC 
(320 cm2) covers the energy range 3-120 keY, a phoswich scintillation counter (680 
cm2) the energy range 15-200 keY. The latter two instruments have collimators of 
1.0° and 1.5° FWHM, respectively. An additional Wide-Field Camera (300 cm2) 
with a field of view of 27°x27° can locate sources with an accuracy of 5 arcmin in 
the energy range 2-30 keY. SAX will be launched into a low-earth orbit. 

4.2 Spectrum-X / JET-X 

The USSR plans to launch two satellite missions for X-ray and gamma-ray astron
omy in the first half of the 1990s. Besides other instruments the X-ray mission, called 
'Spectrum-X', will carry two sets of imaging X-ray telescopes: XPECT (Denmark) 
will consist of two sets of multi-nested thin foil reflectors (similar to the Astro-D 
mirrors; see table 5) of ...... 8 m focal length with solid-state detectors in the focus. 
JET-X (the 'Joint European X-ray Telescope') consists of two parallel Wolter type
I telescopes with a focal length of 3.6 m, each having a butted array of CCDs in 
the focus. The telescopes are built in collaboration with institutes from the UK, 
Western Germany, Italy and ESTEC. Spectrum-X will be launched into a highly 
eccentric 4-day orbit that will allow long, uninterrupted observations. 

4.3 XMM 

XMM, the European X-ray Multi Mirror Mission, is the second cornerstone of the 
ESA science programme Horizon-2000 with a planned launch date just before the 
end of this millenium. The scientific payload consists of three highly nested Wolter 
type-I telescopes (58 shells per mirror system) with butted arrays of CCDs in their 
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focal planes. In addition reflection gratings provide high spectral resolution at soft 
X-rays. XMM will be launched into a highly eccentric 24-hour orbit. 

XMr1-Simulation: LMXB in M31 
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Figure 6: Simulated light curve of a LMXB in M31 observed with XMM 

The scientific thrust of XMM is described in detail in the 'Mission-Science 
Report' (ESA SP-1097). Here we want to illustrate the unique capabilities of the 
high-throughput telescopes for the study of neutron star binaries in nearby galaxies. 
In a single observation of e.g. the Andromeda Nebula XMM can study the whole 
population of X-ray binaries in this galaxy. It can detect the time variability from 
X-ray pulsars, X-ray bursters and other sources and obtain high quality spectra 
in reasonable observing times. Figure 6 shows the simulated lightcurve one of 
the fainter low-mass X-ray binaries in M31, as observed through the three XMM 
telescopes in 105 seconds. One can clearly see eclipses, a 40 % orbital modulation 
and several bursts. 

This way the knowledge about neutron stars in our Galaxy that has been accu
mulated over the past two decades by UHURU, Ariel-V, SAS-3, HEAO-1, Tenma, 
EXOSAT and Ginga can be extended and compared to complete and homogeneous 
samples of neutron stars in nearby galaxies. 
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ABSTRACT. We use the existing data on about 300 radio pulsars to estimate their detectability 
by the gamma-ray detectors EGRET and COMPTEL on board the Gamma Ray Observatory 

satellite. If a luminosity L - BP-2 is assumed, as predicted by the polar cap model, EGRET 
should detect about 30 pulsars and COMPTEL about 7 above 3 cr statistical significance if they 
have the same light curve shape as the Crab pulsar. Furthermore, the summed signals from 
several other pulsars should be detected both by EGRET and COMPTEL above 3 cr. Finally it is 
shown that possible pulsation from Geminga can be extracted directly from the EGRET data 
and, if detected, can serve as input for a positive detection in the COMPTEL data. 

1. INTRODUCTION 

The number of pulsars detected up to now in the radio band is near to 450. The most of 
them have been discovered in the course of systematic surveys carried out at the radio 
telescopes of Arecibo, Jodrell Bank and Molonglo. Such a large sample size should appear, in 
principle, high enough to allow a complete and exhaustive study of the physical characteristics 
of these objects. As a matter of fact, detailed studies are available on various aspects of the 
pulsar phenomenology like timing noise, glitches, polarization, structures of the light curve 
shape (at large and small scale) etc ... In spite of this wealth of information, a generally accepted 
physical model on how the known fundamental processes mix together to produce the observed 
radiation does not exist. There may be several reasons for this difficulty. 

First of all the pulsars known are a biased sample of the parent pulsar population; the 
technology available in the main surveys priviledged the detection of old, long period pulsars 
presumably in a similar stage of their evolution. The need for improving the search sensitivity 
with respect to short periods was felt only recently, after the discovery of millisecond pulsars 
(Backer et aI., 1982; Boriakoff et al., 1983), objects that may have been spun-up by a 
companion star following an accretion phase. These discoveries triggered new surveys of the 
sky searching for fast and superfast pulsars culminated in the recent discovery of other 
millisecond pulsars in globular clusters and in other fast, relatively young, pulsars (Lyne et aI., 
1987; Lyne et aI., 1988, Kulkarni et aI., 1988). The analysis of the millisecond pulsars' behaviour 
will certainly help in the comprehension of the underlying physical mechanisms which produce 
the measured pulsation, however, being (or having been) members of a binary system, 
additional processes other than in the case of isolated pulsars may have a more important role. 

A second, not negligible reason, is the severe lack of information on the pulsar behaviour in 
the gamma-ray energy range where the only two pulsars detected up to now (PSR0531+21 , the 
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Crab pulsar and PSR0833-45, the Vela pulsar) show to convey the most of their energy 
release, several orders of magnitude more than in the radio band. The limiting detection 

threshold of past gamma-ray missions (around 10-6 ph/cm2s above 100 MeV) may have 
favoured this situation. However, the detectors of the new generation which are foreseen to fly 
on board of the future gamma-ray satellite missions, seem to be able to undertake the 
necessary step further with the detection of numerous gamma-ray pulsars. In this paper we aim 
to quantitatively estimate the information obtainable on gamma-ray pulsars by the high energy 
gamma-ray experiments on board the Gamma Ray Observatory satellite (EGRET and 
COMPTEL) to be launched in 1990. 

2. DETECTABILITY OF GAMMA PULSED RADIATION FROM RADIO PULSARS 

Two young radio pulsars, PSR0531+21 (Crab) and PSR0833-45 (Vela), are known to emit 
pulsed gamma radiation above 1 MeV. The structure of the emission is the same for both 
objects with two main peaks separated by 0.4 in phase and some bridge emission between 
them (Clear et aI., 1987; Grenier et aI., 1988). For other radio pulsars extensive searches have 
only produced upper limits on their possible gamma-ray emission (Buccheri et aI., 1983; Graser 
& Schonfelder, 1983; Thompson et aI., 1983). 

The gamma-ray flux from a pulsar can be estimated by assuming that its intrinsic luminosity 
is a predictable fraction Il of the rotational energy loss Le. 

L = 11 E = - 11 I ill ffi = 4 1[211 I P/p3 ., ergs/s (1 ) 

where I is the moment of inertia of the neutron star, P is the pulsar period and P its time 
derivative. From eq. 1 the pulsed flux at the earth can be derived at a given energy range and 
for a given beaming factor ~ : 

ph/cm2s (2) 

where Ey is the average photon energy in the given range, d is the pulsar distance and ~ is a 
function of the pulsar duty cycle o. 

The detectability of the pulsed gamma-ray flux, as predicted by eq. 2, is a function of the 
experiment sensitivity and of the background (Le. diffuse galactic and extragalactic radiation as 
well as instrumental background radiation) and depends on the method used for the analysis of 
the timing data. We base our predictions on the application of a Zm2-test on the residual phase 

distribution obtained by folding the gamma-ray photon arrival times with the pulsar period and 
period derivative as derived in the radio band. In this case the statistical significance of a pulsed 
signal, expressed in terms of standard deviations above the mean value <Zm 2>=2m expected 

in the case of uniformly distributed arrival times, is given by (Buccheri et aI., 1983): 

(3) 

where Sand T are the sensitive area and the effective duration of the experiment, R is the 
fraction of source photons within an optimal acceptance region defined by the angular resolution 
of the experiment, B is the number of background photons within the same region and C is a 
parameter depending on the duty cycle 0 of the pulsar and on the number of harmonics m 
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chosen for the analysis. The background B includes galactic (Bg), extragalactic (Be) and 

instrumental (Bj) components besides the possible unpulsed radiation (8s) from the pulsar. 

Our predictions on the detectability of a pulsed gamma-ray signal from radio pulsars is 
based on the assumption that the shape of the signal is the same for all pulsars and equal to 
that of the Crab (and Vela); we assume also that no known phase relation exists between the 
radio and gamma-ray light curve, this being the main reason for the choice of Z2 m. According to 

these assumption, P has been calculated by considering two peaks of phase width 0.075, as 
measured for the Crab and Vela pulsars in the COS-B case. The relation between 0 and p, as 
described in Buccheri (1981) for this case, results in P=0.185. The value of m follows from the 
assumed width of the pulsar duty cycle and is m = 1/(20) =7 with a corresponding value for C 
=(1-0)/(20m) =1.13. The canonical value of 1045 g cm3 has, furthermore, been used for the 
moment of inertia I. 

For a better understanding of the final results it must, however, be taken into account that, 
in the general case of weak signals, ncr depends on the square of (11/P) meaning that our 

predictions are subject to large fluctuations due to possible variations in the values of 11 and p. 
Independently of the validity of the assumptions and of the adequacy of the experiment 

sensitivity, however, the chance to detect a pulsed signal is based on the availability of very 
accurate pulsar parameters (period, period derivative, coordinates and distance) to be 
determined in the course of simultaneous gamma-radio observations (Buccheri et aI., 1987). 
This will enable the derivation of the correct distribution of the residual phases to be tested 
against the presence of the pulsed signal. 

Many different models are presently in competition to explain the pulsed radiation from the 
pulsar magnetosphere. A common feature of almost all models is the existence of gaps, ariSing 
from a local charge depletion, which are able to accelerate particles to relativistic velocities 
along the magnetic field lines. The location of these gaps and the sequence of the physical 
processes giving rise to the observed pulsed radiation are under debate. For the estimate of the 
fraction 11 (the conversion efficiency from rotational energy loss into gamma rays) we have 
based on the polar cap model of Ruderman & Sutherland (1975) according to which the 
accelerating potential drop (gap) is located just on the surface of the neutron star, in the polar 
cap region. In this condition a gamma-ray luminosity L proportional to Bp-2 is expected from the 
curvature radiation of relativistic particles accelerated along the magnetic field lines of intenSity 
B, if the attenuation due to pair production and consequent secondary emission is neglected 
(Harding, 1981). The result is a conversion efficiency given by (Sch~nfelder, 1985) 

(4) 

where 't is the timing age P/(2P) of the pulsar and the constant A can be derived by 
normalization, using the measured values of 11 in the cases of Crab and Vela. It is not clear at 
which age the potential drop across the polar cap is not anymore sufficiently high to inject 
charged particles to the open magnetosphere. According to Ruderman & Sutherland the 
accelerating activity continues until the condition P > (10 B12)1/2 s is reached. For sake of 

simpliCity and to mantain the conversion efficiency within reasonable limits, we will assume that 
the eq. 4 is always valid with the limitation that 11 cannot be higher than 0.5, condition assured 
up to ages of about 5 106 years where P is well below (10 B12)1/2 s. 

The extension of eq. 4 to millisecond pulsars must, however, be considered with caution 
expecially in the case of binary systems where, due to the possible presence of accretion 
activity, the use of P/(2P) as a pulsar age may result in error. 



422 

3. PREDICTION ON VISIBILITY OF GAMMA-RAY PULSARS BY GRO 

Table I gives the observational characteristics of the high energy gamma-ray experiment 
EGRET on board the Gamma Ray Observatory (GRO) relevant for our analysis (Fichtel et aI., 
1983) and the assumptions used for the estimate of the background. In order to optimize the 
signal-to-noise ratio, we have applied our analysis to photon energies greater than 100 MeV 
(average photon energy E =220 MeV for a E-2 spectrum). In this energy range, the 70% of the 
photons from a point source are detected within an acceptance cone of 2.4 degrees 
(Thompson, 1986). The background photons within this cone amount to about 70 of 
extragalactic origin and 1620, 430 and 20 of galactic origin from respectively the galactic center 
region, the anticenter and the high latitude regions (Thompson, 1986). The pulsed gamma-ray 
flux from the Crab and Vela pulsars above 100 MeV is 2.86 10-6 and 1.00 10-5 ph/cm2 s 
respectively (Clear et aI., 1987; Grenier et aI., 1988) resulting in a conversion efficiency of 1.90 
10-4 and 2.75 10-3 respectively. Fig.1 shows the value of 11 expected for this energy range on 
the basis of eq. 4; the value A = 2.1 10-4 was derived by a fit through the Crab and Vela data. 
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The value of ncr as given by eq. 3 was computed in the case of 287 pulsars for which the 

parameters are available from radio observations. As a result, 31 pulsars are expected to be 
visible at more than 3 a with 13 showing more than 30 a. If the observation duration is extended 
to 30 days (instead of the standard 2 weeks) the number of pulsars observable above 3 a 
increases to 43. The list of expected positive detections with significances above 3 a in two 
weeks observing time is given in Table II. 
---------------------------------------------------------------------------

P d cf> >100 MeV 

(s) (pc) (107 ph/cm2 s) 
-------------------------------------------------.. -------------------------

ncr> 1000 

0531+21 0.033 2000 36.4 ·C Table 1/- List of pulsars expected 
0833-45 0.089 500 71.5 ·C to be detected by EGRET. 
0950+08 0.253 85 22.2 ·C Pulsars marked with asterisk 
0959-54 1.437 60 49.5 ·C are the only expected if 11 is 
1929+10 0.227 75 75.7 ·C the same for al/ pulsars and 

100 < ncr < 1000 equal to 11 Vela' 

0656+14 0.385 400 8.24 ·C Pulsars labelled with Care 
1133+16 1.188 150 2.53 individually detectable by 

10<ncr < 100 COMPTEL if eqA is valid. 

0450+55 0.341 450 1.63 
0740+28 0.167 1500 1.14 
0906-17 0.402 510 0.53 
0919+06 0.431 1000 0.56 
1055-52 0.197 920 1.39 
1451-68 0.263 230 1.88 
1855+09 0.005 340 4.31 C 
1951+32 0.039 2500 2.13 • 

3 < ncr < 10 

0149-16 0.833 440 0.30 
0203-40 0.631 470 0.42 
0355+54 0.156 1600 0.56 
0823+26 0.531 710 0.29 
0834+06 1.274 430 0.42 
0905-51 0.254 860 0.61 
1001-47 0.307 1600 0.46 
1508+55 0.740 730 0.28 
1706-16 0.653 810 0.31 
1822-09 0.769 560 1.46 
1953+29 0.006 2700 0.69 
2021+51 0.529 680 0.42 
2045-16 1.962 380 0.26 
2327-20 1.644 290 0.32 

--------------------------------------------------------------------------------

Pulsars 0959+08, 0959-54 and 1929+10 are expected to be detected at significance levels 
1629 a's, 3355 a's and 4437 a's respectively under our assumptions. If we scale them to the 
COS-8 case by using the experimental parameters of that case (sensitive area, useful time, 
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background, ... ) we find that COS-B should have detected them at 9, 17 and 33 cr's respectively. 
Since the significance in terms of number of cr's depends on ther square of luminosity and 
beaming (see eq. 3), the negative result by COS-B (Buccheri et aI., 1983) can be explained if 
these pulsars have a slightly larger duty cycle and/or a slighly smaller conversion efficiency than 
assumed by us. 

Fig. 2 shows the distribution of the pulsar fluxes, expected under the assumptions done. The 
fluxes above about 0.25xl0-7 (less than 1% of Crab) are all individually detectable above 3 cr 
statistical significance. The m pulsars with fluxes between .25 10-7 and .87 10-10 ph/cm2 shave 
signals too weak to be detected individually; their individual signals noi ' however, can be 

combined by the relation go = L noi Ism to give a global significance go> 3 cr (Buccheri et aI., 

1983). The detection of such a global signal would be an important test for the validity of the 
assumptions discussed above. 
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Fig.2 - Distribution of pulsar fluxes at the earth above 100 MeV as expected on the basis of 
our assumptions on Ti and on the duty cycle. The pulsars with fluxes larger than .25 10-7 

phlcm2 s are all individually detectable by EGRET above 3 cr. A global signal at 3 cr 
level is furthermore expected by summing al the individually undetectable signals from 
the pulsars with fluxes between .25 10-7 and .8710-10 phlcm2 s. 

Fig. 3 shows the value of the conversion efficiency Ti needed in order to detect the pulsars at 
3 cr level, independently of any a priori model on the emission precess. The plot refers to only 
69 pulsars for which the computed value for Ti does not exceed 0.5. The measured values for 
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Crab and Vela are also shown; it is seen that if the value of 1) measured for Vela (2.75 10-3) is 
typical for all pulsars, EGRET should still see 8 pulsars above 3 cr (those marked with· in table 
II plus PSR1509-58 for which the polar cap models predicts a small conversion efficiency). 

Let us now estimate the visibility of pulsed signals by the Compton telescope COMPTEL 
aboard GRO, coaxial with EGRET. We use again eq. 4 for the estimate of the conversion 
efficiency but deriving the constant A = 2.7 10-4 through a fit of the existing data on 1) in the 
COMPTEL energy range (1-30 MeV where 1) Crab = 4.55 10-4 and 1)Vela = 1.88 10-3). 
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Fig.3 - Value of the conversion 
efficiency 1) requested for the 

pulsars of our catalogue become 
detectable by EGRET above3 cr; 

69 of them have 1) < 0.5 and 8 
have 1) < 1) Vela-

If 1)Crab is typical, no pulsars 

(besides Crab and Vela) will be 
detected by EGRET. 

The optimal acceptance region has been chosen in a 4 x 4 square degrees centered on the 
pulsar direction; in this region, which contains the 80% of the photons from a point source, the 
total estimated background is 110000 photons, practically independent of its position in the 
galaxy. To derive our predictions we take S = 30 cm2 (Schonfelder et aI., 1984) and assume the 
same observing duration T =5.44 105 s as for EGRET. The result is a set of 7 pulsars 
individually detectable above the 3 cr level as shown in table II (pulsars labelled with C). 

The instrument sensitivity of COMPTEL is not such that any global signal can be detected 
with this analysis. However, if the search in the COMPTEL data can be driven by the positive 
results obtained by EGRET, the sensitivity can be much improved using the knowledge on the 
phase position of the pulsed signal. In these conditions, in fact, instead of using the Zm 2 

analysis one can test directly the phase interval predicted by EGRET using for the significance 
of the signal 

ncr = (R</lST)/ (238) (5) 
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more powerful than eq. 3 for weak signals. Fig. 4 shows the distribution of the pulsar fluxes 
expected in the COMPTEL energy range assuming an increase with age of the conversion 
efficiency. Fluxes down to 4 10-5 ph/cm2s (less than 10% of the Crab) are individually visible. 
The region below this value and down to 3 10-6 ph/cm2s, includes the pulsars individually 
detected by EGRET and whose global signal can be detected by COMPTEL above 4 cr using 
eq.5. 
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Fig.4 - Distribution of pulsar fluxes at the earth expected between 1 and 30 MeV on the basis 
of our assumptions on 1] and on the duty cycle. The 7 pulsars with fluxes above 4 1 &5 
phlcm2s are individually detectable by COMPTEL above 3 cr. A global signal at 4cr 
level is furthermore expected in COMPTEL by summing the signals from the pulsars 
individually detected by EGRET (fluxes between 4 1&5 and 3 1 &6 phlcm2s). 

4. SEARCH OF PERIODICITY IN THE GRO DATA FROM GEMINGA 

As it was stressed above, the detection of a pulsed signal in the gamma-ray data depends 
very critically on the knowledge of the pulsation parameters as derived by (simultaneous) radio 
observations. Without this knowledge one should perform the test of eq. 3 on the phase 
distributions derived by folding the photon arrival times with different sets of pulsar parameters, 
thus reducing drastically the significance of the test. However, for sufficiently strong signals, the 
test can still be applied with success provided that all the trial periods tested are taken into 
account. 
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The sensitivity of a search using Z21 (the Rayleigh test) has been studied by Buccheri et al. 

(1987); according to them the minimum fraction of the total collected photons needed to be 
detected in a pulsed signal is given by 

fmin =/-(1 +In(SclM))INC (6) 

where So is the detection threshold in terms of probability for chance occurrence, M is the 

number of trial periods investigated, N the total number of collected photons and C is defined as 
in eq. 3. 

Let us apply eq. 6 to verify the feasibility of a search for a pulsating signal in the data from 
2CG195+04 (Geminga) as will be observed by EGRET. The flux of Geminga above 100 MeV is 
4.8 10-6 ph/cm2s, resulting in 3300 source photons detected within 2.4 degrees to be added to 
the 500 background photons within the same acceptance cone. The number of independent trial 
period needed to test for a full investigation down to a period of 100 ms = 0.1 sis T/O.1 = 1.2 
107 (T is here the full observing time of 2 weeks). We will use M=109 in order to take into 
account the ivestigation of period derivatives up to 10-12 sIs and some oversampling in order to 
assure a uniform search sensitivity. With this choice, the value of fmin for detecting at 99.9% c.1. 

a broad pulse shape with C = 0.3 is 0.153 i.e. 581 photons (17.6% of the total source counts). A 
successfull search for periodicity in the gamma-ray emission from Geminga is therefore 
possible with the EGRET data. The application of the eq. 6 to the COMPTEL data reveils that 
the search sensitivity is too low for a successful detection. However, if a positive detection is 
made by EGRET, the period found can be tested successfully in the COMPTEL data provided 
that the pulsed Geminga is not weaker than 0.2 of the Crab pulsar in the 1 to 30 MeV energy 
range. This can easily be verified by using eq. 6 with N = 110000 and M =1 and considering that 
the expected counts from the Crab in the acceptance region are about 6500. 
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III. INTERNAL STRUCTURE OF NEUTRON STARS 



INSIDE NEUTRON STARS 

M. ALI ALPAR 
Physics Department, Research Institute for Basic Sciences 
P.O. Box 74, 41470 Gebze-Kocaeli Turkey 

1. Introduction 

Neutron stars present a fascinating interface between condensed matter physics 
and astrophysics. They are the most compact observable objects in the universe. 
The only configuration that is even more collapsed than the neutron star, the black 
hole, is not observable in terms of the state of the matter it contains - according to 
the famous no hair theorems it has only three observable properties: mass, angular 
momentum, and charge. Neutron stars thus contain the most extreme observable 
states of condensed matter, and in the largest quantities: to mention one aspect, 
we are dealing with bulk superfluid, of a solar mass, at nuclear matter density and 
rotating with a period typically less than a second. This fantastic compactness is 
the endpoint, after going through the full history of stellar evolution and exhausting 
all other possible states of matter that can withstand gravitational collapse. The 
compactness and condensed state of a neutron star is in turn responsible for its 
current astrophysical properties. In particular, the rapid rotation rates are tenable 
only by objects of such high density as neutron stars. The processes that render the 
rapid rotation observable, namely the radio beams from a pulsar magnetosphere or 
the X-ray beams from the accretion process on to a neutron star in a binary are also 
direct consequences of the intense gravitational and magnetic fields characteristic 
of the collapsed neutron star. 

Table 1 quantifies the compactness of a neutron star through a comparison of its 
properties with those of the sun. Most notably, the average density of a neutron star 
is higher than nuclear matter density. Outside neutron stars, such high densities 
exist only in atomic nuclei. Observed rotation rates, which are as high as 4000 rad 
s -1, can be supported only at such high densities. The temperatures quoted are 
high in comparison to those of the sun, but at the high densities and pressures of the 
neutron star interior, all the physical energy scales of condensed matter are much 
larger than kT. The Fermi energy of the neutrons, for example, is of the order of 30 
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Table I 

Comparison of a neutron star with the sun 

Mass 
Radius 
Mean density 
Rotation period 
Surface magnetic field 
Surface temperature 
Central temperature 

Neutron Star 
1M0 

~ 106 cm 
~ 5 X 1014 gm cm-3 

1.5 ms :SP :Sseveral s 
~ 109 - 1012 gauss 
:s 107 oK 
~ 108 _ 1010 oK 

Sun 
1M0 
7 x 1010 cm 
1.4 gm cm-3 

25 days 
1 - 2 gauss 
6000 oK 
1.5 x 107 oK 

MeV. The cyclotron energy hwc, the Debye energy of the crust lattice, hw D, and the 
superfluid gap ~ are all large compared to the temperature, except in very young 
neutron stars. Neutron stars are thus effectively at absolute zero temperature - they 
cool the largest quantities of the most extremely condensed matter, to the deepest 
temperatures. This talk will discuss aspects of the extreme regimes in the neutron 
star interior. This is not a survey of the interior. Particular regions of the star 
will be chosen for the interesting open problems presented by the extreme states of 
condensed matter. The bearing of existing or future astrophysical observations on 
these problems and the guidance that theoretical modelling of the interior provides 
to the interpretation of the observations will be pointed out. Fig. 1 shows a cross 
section through a model neutron star. Different layers of the crust and the core 
of the star are labeled with the state of matter they contain. We start with the 
outermost layers of the crust where the strong magnetic field plays a dominant role 
in the properties of the matter. 

2. Matter In A Strong Magnetic Field 

Near the surface of a neutron star, at the lowest densities, the properties of mat
ter will be dominated by the magnetic field (Hernquist 1985). This arises because 
the magnetic field distinguishes between the electron quantum states in directions 
transverse to the field and the states in the direction of the field. The anisotropy 
introduced by the magnetic field fundamentally alters the equation of state at low 
densities, while with increasing density, the effect becomes unimportant and the 
state of matter will change gradually to that of isotropic degenerate matter. The 
neutron star crust near the surface consists of a crystal lattice of iron-like nuclei. 
To illustrate some basic points we shall approximate the electrons in this lattice as 
free electrons. 

When there is no magnetic field, a degenerate, non-relativistic electron gas at 
T=O is characterized by a Fermi energy. 

(1) 
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Pion Condensote? 

Figure 1: Cross section 0/ a 1.4 M0 neutron star model. 

where the Fermi wavenumber kF is related to the electron density ne by 

(2) 

All free electron states with If I ~ kF are occupied. The density of states in f space 
is, isotropically, 2 f (2rr)3, giving a total of ne electrons per unit volume in real space. 

In a magnetic field, electrons perform circular (oscillatory) motion in the plane 
perpendicular to B. Their energy is then quantized as 

(3) 

where We = eB fmc is the cyclotron frequency, and n = 0,1,2, ... Motion parallel 
to the field is in plane wave states, with wavenumber kll quantized as 

(4) 
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where nil is an integer and L the length of the system in the direction of ii. The 
possible energy levels are thus: 

(5) 

where the second term is the energy of the two possible states of the electron spin. 
All the Landau levels except n' = 0 are two-fold degenerate. The number of 
distinct cyclotron sites is AI L\.A if the transverse area of the system is A. L\.A 

is found by using the uncertainty relation and relating the spacing of k in the 
transverse plane to the transverse energy spacing: 

(6) 

where C[)O == hC/2e is the flux quantum. 

Now we consider N electrons in an arbitrary box of length L along ii and 
transverse area A. At zero temperature, all available electron states up to a Fermi 
energy C F will be occupied. For each Landau level n', the maximum longitudial 
energy available is cF - n'hwc, so that states with kll between 

are occupied. Thus the counting of states gives: 

The first term counts the longitudinal states for n' = o. This is simply, 

counting from -kOax to +k ll • Other terms in the sum have an extra factor of 2 

because of the double degeneracy for n' 2: 1. The sum has a finite number of 
terms, for n'hwc < c F. This expression can be generalized to finite temperature, 
with a chemical potential JL(T) =1= C F (Hernquist 1985). The basic point is that, as 
the density increases there are discontinuous changes in the equation of state and 
other thermodynamic relations at each density that requires the opening up of a 
new Landau level. Equation (7) is illustrated in Fig. 2. 

With increasing density, as more and more Landau levels become occupied, 
the equation of state rapidly approaches the familiar non-magnetic case. Let us 
examine the extreme magnetic case, with only n' = 0 occupied. This will happen 
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Figure 2: The filling of the Landau levels. Only the up spin (S'II B) case is 
shown. The inner sphere is the Fermi sueface, 11,2krr/2m + C~ + C8 = CF. The 

outer sphere is 11,2k,,/2m + c.l = cF - cs; for the up spin case cs = -1/211,wc. 
The notches on the Landau cylinders denote the quantized kll levels. 

below the density at which cF = 11,wc, the non-magnetic Fermi energy is of the order 
of the energy required to occupy the next Landau level. This density is 

3/2 4 / 3 Po = l1eB12 10 gm cm (8) 

where l1e ~ 2 is the number of nucleons per electron. At lower densities, only the 
first Landau level is populated, so that 

_ 2B(2mcF)1/2 _ 2B k 
ne - - --2- = - II 

c}o 11, c}o 

Using the thermodynamic definition for pressure, P = -~IN' we obtain 

(9) 

(10) 
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which differs radically from the equation of state P oc n~/3, for nonrelativistic 
degnerate electrons when B = O. The equation of state in the extreme magnetic 
case will make the neutron star surface terminate rather abruptly: integrating the 
equation of hydrostatic equilibrium from P = Per out to P = 0, P = 0, one 
finds a thickness Dr ~ 0.1 em B12/ g14 for the outermost surface layer (g14 is the 
surface gravity in units of 1014 em/ see2), while with the non-magnetic equation of 
state, Dr ~ 50em/g14 from P = Po out to the surface. Along with changing the 
structure of the outermost surface layers so drastically the magnetic field must also 
alter transport processes. The rates of various processes that effect the transport 
coefficients can be approached using the Golden Rule: 

r-1 = 211" E dN IV: 12 (11) 
"""'it J deJ i->J 

The density of final states at the Fermi surface, ~le=eF is enhanced as (Po/ p)4/3 
in the magnetic case. On the other hand the matrix elements IVi->JI are restricted 
to transitions between the states kraz and -kraz . The calculation of the various 
processes poses a set of interesting open problems, which must also take account 
of the anisotropy introduced by the direction of the magnetic field. A particularly 
interesting problem is the thermal conductivity and the calculation of the surface 
temperature which will be a function of angular position from the magnetic axis. 
The relation between the temperature of the neutron star interior and the surface 
luminosity is determined predominantly by the thermal conductivity on a "sensi
tivity strip" which typically lies at densities", 106 gm/em-3 , much deeper in the 
crust than the magnetic surface. We therefore do not expect the mean surface 
flux and temperature to be effected by the thin magnetic surface layer. Thus the 
magnetic field is not likely to alter the cooling history of the neutron star. It is, 
however, important to understand the angular variation of the surface temperature, 
Ts (0). This will, for example, justify using upper limits to pulsed thermal radia
tion from the surfaces of rotating neutron stars, thereby providing more stringent 
observational constraints on the cooling history. The interesting open problem of 
the magnetic surface layer is also linked with understanding the binding energy of 
the surface, and therefore with the neutron star atmosphere and radiative transfer 
(Jones 1985; Romani 1987). 

3. A Crystal With Relativistic Electrons 

Moving further into the crust, the next interesting change in the physics takes 
place as the electrons become relativistic. This happens when the momentum 1tkF 
of an electron on the Fermi surface becomes of the order of me. Thus, a typical 
density for the transition is 

"" 2mN m e 3 "" 6 -3 
Prel = 2 mN ne = 311"2 (T) = 3 x 10 gm em (12) 

taking a mass density of two nucleons (mass mN) per electron. There is a gradual 
transition to the relativistic regime for electrons. At higher densities, say from 
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about 10 Prell electrons become ultrarelativistic, with eF ~ hkFc. Their kinetic 
energies then far exceed the electrostatic potential energy, so that the electrons 
are nearly free and there is very little screening of the ions by local concentra
tions of electrostatically attracted electron clouds around them. The electrostatic 
potential energy of an electron due to the ions of charge Z and inter-ion spacing 
ri == (Z/ne)I/3 is 

which gives 

Ze2 / U ~ _ ~ Z2/3 e2n1 3 
e 

u 

r' t 

(13) 

(14) 

indicating the relative weakness of electrostatic effects. The perturbative Thomas
Fermi theory, for relativistic electrons, gives the screening lenth A (eg. Ziman 1972) 

A -2 = 1211"nee2 

eF 
(15) 

The screening length is roughly the size of the electron cloud around an ion that 
is held electrostatically and neutralizes the ionic charge, so that at distances less 
than A, the ion exerts its bare field, but further than A the ionic charge is screened. 
More precisely, the bare Coulomb potential of the ion is replaced with a Yukawa 
potential 

(16) 
r 

The comparison of the inter-ion spacing ri with the screening length tells us that 
each ion in the lattice forming the neutron star crust feels the bare Coulomb 
potential of its neighbours: 

(17) 

The neutron star crust lattice is therefore strongly coupled through the long range 
unscreened Coulomb interaction. In such a lattice it is very difficult to create or 
move local defects or dislocations. Stresses introduced locally will quickly extend 
to the lattice through the strong coupling. A crystal lattice will respond elastically, 
with a simple Hooke's law proportionality between stress and strain, up to a di
mensionless critical strain "angle" Bc. If this critical value is exceeded the lattice 
"breaks": the distribution of defects and dislocations changes and new local defects 
are introduced. For terrestrial crystals, where there is effective screening and weak, 
short range coupling between atoms, Bc is typically 10-4 10-5 . For a Coulomb 
crystal, like the neutron star crust, Bc could be as high as 10-2 - 10-1. There is no 
calculation of Bc or of the behaviour of dislocations in the Coulomb crystal. There 
is, however, an interesting lower limit, Bc > 10-3 , that follows if the 35d. period of 
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Her X-I is the precession period of the neutron star reflecting the properties of the 
star's solid crust (Trumper et al. 1986). This lower limit, is already a factor of 10 
larger than terrestrial values, and is a good example of the kind of valuable infor
mation on exotic condensed matter that can be obtained from neutron star timing 
observations. A global model of the stars dynamics, with the lattice described as 
a spring of given rigidity and critical strain, has been employed to address pulsar 
glitches as well as precession. On this starquake hypothesis for the origin of glitches, 
the solid crust cannot deform continuously to follow the spin-down of the star and 
breaks every time critical strains are reached (Ruderman 1969). Starquake models 
fail to explain large glitches like the ones observed in the Vela pulsar roughly once 
every two years, with the relative increase in rotation rate of the star, ~n '" 10-6. 
Starquakes are still a viable explanation for timing noise and for the smaller glitches 
with At '" 10-9, possibly operating in conjunction with instabilities in the crust 
superfluid in the form of suden vortex unpinning. Interesting open problems here 
are, in addition to the microscopic physics of the Coulomb crystal, the relation 
between the microscopic physics and the global structure of the star's crust, as well 
as the interplay between the crystal, and the vortex lines of the superfiuid which 
coexists with the crystal lattice. Future observations of glitches and noise, as well 
as indications of neutron star precession, will give us further clues. Note that as
trophysical evidence can indicate the extent as well as the physics of the crust. 
For a neutron star of known mass, the relative thickness of the crust, which can 
be inferred from observations of glitches and of precession, distinguishes between 
different stellar models, that is, ultimately, between different models of the nuclear 
force. On this note, let us proceed to another unterrestrial peculiarity of the crystal 
lattice in the neutron star crust, namely its abundance of neutrons. 

4. Neutrons In The Crust 

At densities above about 4 x 1011 gm em-3 , the neutron abundance becomes 
so high that not all of the neutrons can be accommodated in the nuclei that form 
the crust lattice (Shapiro et al. 1983). Above this neutron drip density, some 
neutrons occupy extended Bloch states of the crystal, while some neutrons, along 
with the protons, are in localized bound states in nuclei. Thus we have a crystal 
with a conduction band of neutrons, in addition to electrons. This inner crust 
carries most of the crystal mass and moment of inertia, and covers most of the 
crust thickness, extending up to densities of'" 2 x 1014 gm em-3 (Negele 1973). 
With increasing density and neutronisation, the neutron density at interstitial sites 
approaches that inside the nuclei, and the lattice spacing decreases until the inner 
crust melts to a homogeneous medium of neutrons, with roughly 5 % admixture of 
protons and electrons. 

The most important feature of the inner crust is that the neutrons in the contin
uum states are superfluid, starting from the neutron drip density (For superfluidity 
in neutron stars see Pines et al. 1985). The neutron-neutron interaction in the 
ISO channel is attractive in the density range of the crust neutrons, resulting in 
the formation of Cooper pairs, and condensation into the superfiuid phase, with a 
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gap! transition temperature of the order of MeV. This transition into the super
fluid phase should take place very early in the cooling history of the neutron star. 
Neutrons in the core regions of the star, from the inner boundary of the crust at 
'" 2 X 1014 gm em -3, all the way to the star's center at '" 1015 gm em -3, are 
also believed to be superfluid, this time from neutron-neutron attraction in the 3 P2 
channel, while protons in the core form a 1S0 superconductor. 

These superfluids can partake in the neutron star's rotation by carrying an ar
ray of quantized vortices. The rotation rate of the superfluid is proportional to the 
density of vortex lines per unit area perpendicular to the rotation axis. To spin 
down, the superfluid must move its vortices radially outward and decrease their 
density. Thus the dynamics of the neutron star, whose interior is mostly superfluid, 
is determined by the motion of quantized vortex lines. This leads to a fundamen
tal distinction between the crust superfluid and the core superfluid, In the crust, 
the size of a vortex line (radius ~ 101m.), nucleus (radius 7/m.) and the lattice 
spacing (30 - 50 1m.) are all commensurate. The difference in superfluid neutron 
density at interstitial sites and inside the nuclei causes interactions between the 
vortex lines and the lattice of nuclei, leading to possible pinning of vortex lines by 
the lattice. This is an extremely dirty, inhomogeneous medium, in contrast to the 
spatially homogeneous neutron-proton superfluid in the core regions of the neutron 
star. The dynamics of the crust superfluid is described by a statistical theory of 
vortex line motion in a random pinning potential to represent the lattice (Alpar et 
al. 1984). As a result, the crust superfluid has a rather weak dynamical coupling 
to external torques on the star. The core superfluid, by contrast, is coupled very 
tightly to the outer crust and external torques, because the homogeneous neutron
proton superfluid has spontaneous magnetization on its vortex lines, which thereby 
interact electromagnetically with electrons (matter in the normal state) (Sauls this 
volume). The observed dynamical relaxation of pulsars following glitches reflects 
the slow relaxation times of the crust superfluid, and the observed changes in spin
down rate give a measure of the crust superfluid's moment of inertia, found to be of 
order 10-2 - 10-3 of the neutron star's total moment of inertia (Pines and Alpar 
1985). Thus, the detailed state of the interior, regarding the presence and extent 
of a lattice of nuclei, is reflected in observable dynamical behaviour of the neutron 
star. 

5. Timing Observations Against Strange Stars 

Let us wind up our menu of selected topics with a simple consequence of pulsar 
timing observations on the question of strange stars. It has been proposed that the 
stable state of matter at high density is a mixture of up, down and strange quarks, 
and furthermore, that the observed objects hitherto believed to be neutron stars 
could be strange stars as these would not be observationally distinguishable from 
neutron stars (Witten 1984; Alcock et al. 1986). However, a simple argument shows 
that at least the glitching radio pulsars are not strange stars (Alpar 1987). To the 
extent that glitches occur in all radio pulsars, which is statistically plausible and 
that some radio pulsars are evolutionary descendants of the accretion powered X-ray 
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sources, all these objects would have to be neutron stars. The argument rests on the 
observation that the spindown rate 0 changes by a fraction /).0;0 ~ 10-3 _10-2 at 
glitches. As no correlated changes in the electromagnetic properties of a pulsar are 
observed together with a glitch, the glitches must reflect some change in the interior 
of the star. The fractional change in spindown rate must then indicate the fraction 
of the total moment of inertia involved in the event. Thus, the star must have 
some distinct physical component that contains 10-3 - 10-2 of its total moment 
of inertia. In strange stars, a homogeneous, high density strange matter medium 
extends all the way to the surface or to the neutron drip density 4 X 1011 gm cm-3 

in which case there is an outer crust like that of a neutron star below this density. 
This outer crust contains at most about 10-5 of the total moment of inertia, and is 
the only distinct component of the strange star. Thus the glitching pulsars cannot 
have underlying strange stars, they must be neutron stars. Timing observations 
serve to protect the very existence of neutron stars! 
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1. Introduction 

The directly observed part of a neutron star is its outer crust and magnetosphere. 
Information about the superfluid interior comes from observing its response to sud
den perturbations of the crust's rotation. Timing observations of radio pulsars, in 
particular of glitches (sudden changes) in the rotation rate flc of the crust and its 
time derivative nc (eg. Lyne and Pritchard 1987 for the newest Crab pulsar glitch), 
and of the relaxation of these quantities following a glitch, are of unique values as 
clues to the interior structure of neutron stars. These events are not caused by 
changes in the external electromagnetic torque on the pulsar, because they are not 
correlated with sudden changes in the pulse shape, spectrum or polarization of the 
electromagnetic signal received from the pulsar. Radio pulsars also exhibit timing 
noise (eg. Cordes and Downs 1985). Some types of timing noise possibly originate 
in or involve the response of the interior (Cheng 1987), but as a cumulative effect of 
individually unresolved perturbations to the crust, timing noise does not carry the 
detailed information that glitches and postglitch relaxation present. Accretion pow
ered neutron stars (X-ray sources in binaries) also show erratic timing behaviour, 
but in their case it is even more difficult to extract information on the neutron 
star interior, as the variability probably reflects changes in the accretion process. 
We shall concentrate on the radio pulsar glitches and particularly on post glitch 
relaxation, and describe the superfluid interior, in particular the superfluid in the 
crust regions of the star, from a phenomenological viewpoint. In this picture, the 
dynamical properties of the crust superfluid, which is proposed to be responsible for 
the glitches and for postglitch relaxation, are described in terms of the "Thermal 
creep" of quantized vortex lines (Pines and Alpar 1985 and references therein). 
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The fractional change in rotation rate, I1n/n, is between 10-9 and 10-6 . The 
Crab pulsar has exhibited three glitches with I1n/n , a few times 10-9 to 3 X 10-8, 

and two old pulsars have shown such small glitches, in the 10-9 range. Seven large 
glitches, each with I1n/n ~ a few x 10-6 have been observed in the Vela pulsar so 
far. Four old pulsars have also exhibited glitches in the 10-7 - 10-6 range. These 
events, in particular the Vela glitches which take place once every few years, cannot 
be explained with starquake models. The catastrophic unpinning of pinned vortex 
lines in the crust superfluid has been proposed as the likely origin of these events 
(Anderson and Itoh 1975). The mechanism for this instability is not understood 
though work is in progress. Ovservationally the uncertainty in the exact time of a 
glitch has come down to as short as one hour. At this resolution, the glitch still 
still appears as a discontinuous change in the rotation and spindown rates between 
preglitch and postglitch timing fits. Observations in the near future might catch a 
glitch during its rise time. 

The post glitch relaxation of Oc amd Oc towards an extrapolation of preglitch 
timing fits has been observed in detail following several glitches. This relaxation 
is generally composite, exhibiting several different timescales and different modes 
of behaviour in time, ranging from simple exponential decay to persistent shifts in 
the spin-down rate which don't relax for many years. The different modes of post
glitch relaxation are all amenable to analysis within the simple dynamical model 
of vortex creep. We shall concentrate on this analysis of postglitch relaxation 
behaviour, rather than the origin of the glitches. Fits to postglitch timing data 
yield information on the moment of inertia involved in the relaxation process. The 
observed relaxation times, when evaluated within the vortex creep theory, yield 
information on the crust superfluid, the super fluid gap and pinning forces and the 
internal temperature of the neutron star. First, we shall describe the basic features 
of the vortx creep theory and identify the various modes of observed relaxation 
with the different regimes of vortex creep. This phenomenological approach yields 
an evolutionary picture of the nature of post-glitch relaxation as the pulsar ages. 
We shall then discuss how the uncertainties in the pysics of the crust superfluid 
effect inferences of the internal temperature and of the superfluid gap and pinning 
parameters. 

The single most basic piece of information provided by glitches and post-glitch 
relaxation is the fractional changel10c/Oc of the spin-down rate. As there is no 
indication of any change in the external electromagnetic torque on the pulsar, this 
quantity must reflect the fractional moment of inertia involved in the glitch. In all 
glitches observed so fra, 110c/Oc is positive, that is, the magnitude of the negative 
spin-down rate Oc increases in a glitch. Unlike the case in starquake models, if the 
gUtch arises from catastrophic vortex unpinning, the actual moment of inertia of 
the star does not decrease. Instead, some part of the star's interior, namely, part 
of the crust superfluid, decouples from the observed outer crust, so that after the 
glitch the same external torque is now acting on less moment of inertia; the amount 
of this decoupled component is given by: 

~Oc = Ii = 10-2 _ 10-3 

nc I 
(1) 
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where Ii is the moment of inertia in the decoupled regions and I the total monent 
of inertia of the star. All observations so far (a total of 14 glitches from 7 pulsars) 
(eg. Lyne and Pritchard 1987; Cordes et al. 1987; Manchester et al. 1983; Backus 
et al. 1982; Newton et al. 1981; Downs 1982; Lyne 1987) yield values of Iii I 
in the range 10-2 - 10-3 • This points to a component of the star that carries 
less than a hundredth of the moment of inertia. This is precisely the range of 
fractional moment of inertia in the crust superfluid in most current neutron star 
models. The crust superfluid is the one interior component which is qualitatively 
and fundamentally distinct in its dynamical properties from the rest of the star. 
This qualitative distinction arises from the ingomogeneity that the crust superfluid 
presents to the motion of quantized vortex lines, which determines its dynamics. 

The other basic observation is the slowness of postglitch relaxation. The ob
served postglitch relaxation times, ranging from a few days to years, are not com
patible with viscous relaxation processes of normal fluids and thus form the observa
tional evidence for the existence of superfluid in the neutron star interior. We note 
that this direct observational evidence at present applies to only'" 10-2 - 10-3 of 
the star in view of the AOc/Oc observed. The rest of the star's interior, which, on 
theoretical grounds, is excected to be mostly superfluid, must then be already rotat
ing rigidly with the observed outer crust on the timescales, > hours, of post-glitch 
relaxation. Thius implies a very tight dynamical coupling between the neutron 
star's core and its outer crust (Sauls 1988). The existence of such coupling in spite 
of the superfluid nature of the core (in fact, because of the presence of a mixed 
proton-neutron superfluid), is described in Jim Sauls' talk in this volume. 

2. Outline of vortex creep theory 

The rotation of a superfluid is carried by an array of quantized vortices, each with 
a quantum of vorticity, It which is h/2mn in the case of the neutron superfluid (h 
is the Planck constant and mn the neutron mass). Rigid rotation, which minimizes 
the free energy, cannot be achieved exactly by a superfluid (eg. Feynman 1972). 
Nevertheless, a superfluid can mimic rigid body rotation very closely by forming an 
array of quantized vortices. The rotation rate 0 of the superfluid is related to the 
number n of vortices per unit area through 

nit = 20 (2) 

The superfluid spins down if vortices move radially outward from the rotation axis. 
The equation of motion for 0 is thus: 

n = _ I1 ltVr 
r 

(3) 

where Vr is the velocity of vortex lines in the radially outward direction. Each 
physical model for the spindown of the superfluid is a model for Vr. In the neutron 
star crust, the neutron superfluid coexists with a lattice. The lattice presents a 
very inhomogeneous medium for the motion of vortex lines. The vortex lines have 
cores made of normal (Le. non-superfluid) matter. The energy cost of the vortex 
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core is ,..., ll.2/EF per particle in the core, where ll. is the superfluid energy gap 
and E F the Fermi energy of the neutrons. These quantities depend on the local 
density of superfluid neutrons, which is different within the nuclei at the lattice 
sites and in the interstitial zones. As a result, in the inner crust of the neutron star 
at densities 1013 :S P :S 2 X 1014 gm cm-3, it is energetically favorable for vortex 
lines to have their cores coincident with the nuclei (Alpar et al. 1984a). This leads 
to pinning forces. The most general description of this inhomogeneous medium, 
and the pinning sites it presents to vortex lines is in terms of a random pinning 
potential, characterized by a typical pinning energy Ep , which is the energy gain at 
each pinning site, and a typical distance b, the distance between successive pinning 
sites along a vortex line. This random potential is depicted in Fig. la. 

E 
E 

~ 

b 

a b 

Figure 1: a) The random pinning potential. b) The lag n - nc biases the random 
potential. The slope 01 the average potential is now ¥ ~ pKe(n - nc). 

If the star's crust (the lattice) and the superfluid are rotating at the same rate 
(n = nc) and there are no torques spinning the star down, then there is no bias for 
a net radially outward flow of vortex lines to spin the superfluid down. At a finite 
temperature, vortex lines will be climbing over the barriers between pinning sites 
("creeping"). In the case of no bias (no external torque) the average creep rate is 
the same in any direction, so that the expectation value of the radially outward 
vortex velocity is zero, < Vr >= o. 

Now, as the star spins down, vortex pinning will lead to a lag between the 
superfluid's rotation rate n, and that of the crust, nco The superfluid rotation rate 
n is determined by the distribution of vortex lines: where these have a tendency to 
Rin, their density remains high compared to the density that would give n = nc, 
the current rotation rate of the of the decelerating crust. The pinned vortex cores 
themselves are rotating at the rate nc, with the lattice to which they are pinned, 
while the ambient superfluid rotates at a rate n > nc, set up by the pinned vortex 
lines. The equation for vortex lines 

(4) 
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indicates that such a velocity difference between the vortex lines and the superfluid 
can be sustained only if there is a force on the vortex lines. Here f; is the pinning 
force exerted by the lattice, per unit length of a line, p is the superfluid density 
and K- is the vorticity directed along the line, and with magnitude equal to the 
vortex quantum K. VS and VL are the velocity of the superfluid and the vortex 
line, respectively. The pinning force per unit length required by a lag (0 - Oc) in 
rotation rates is thus 

fp = pKr(O - Oc) (5) 

where r is the distance from the rotation axis. This corresponds to an energy 

(6) 

expended at each pinning site. Here b is the distance between pinning sites along 
the vortex line, and e, the coherence length, is the radius of the vortex core. As 
the star spins down, the tendency of pinned vortices is to move outward, and the 
pinning force exerted by the lattice is in the radially inward direction. An energy 
l::.Ep will be gained whenever a vortex line moves outward from a pinning site; 
if it moves inward, it must face a barrier Ep + l::.Ep. Thus, the pinning forces 
that sustain the lag 0 - Oc, on the random pinning potential (see Fig. Ib). At a 
finite temperature T, the probability to tunnel through a pinning barrier will be 
proportional to exp - (Ep - l::.E) / kT for motion in the radially outward direction, 
and to exp - (Ep + l::.Ep) / kT for radially inward motion. If the microscopic velocity 
of the vortex line is Vo, the thermal expectation value of the vortex velocity in the 
radial direction becomes: 

E - l::.E E + l::.E E . l::.E 
< Vr >= voexp - ( p kT ) - voexp - ( p kT ) = 2voexp - kf smh kT (7) 

Now, if the lag is so large that l::.E is larger than Ep, vortex lines cannot remain 
pinned. The lag requires the maximum pinning force available when l::.E = Ep. 
This defines a critical lag, Wcr: 

Ep 
Wcr = pKrbe' 

Using this definition, we write Eq. (7) as: 

Ep. (Ep(O-Oc)) 
< Vr >= 2voexp - kT smh kT Wcr 

3. The equations of motion 

Consider a region of pinned superfluid, with rotation rate 0i' 
vortex creep rate from Eq. (9) in Eq. (3), we obtain: 

O· (20i) Ep . h (Ep (Oi - Oc)) i = ---2voexp - - sm _.!......C'-------'C!.. 
r kT kT Wcr 

(8) 

(9) 

Substituting the 

(10) 



446 

for the "crust", 

(11) 

where Next is the external torque onthe pulsar and Nint i is the internal torque , 
from region i, 

N· t . = -Ln· (12) In ,I I' 

Each layer i can be treated separately by first neglecting contributions from other 
internal torques in Eq. (11), since, as the observations indicate, 

~iNint,i = 0{10-2)Next. (13) 

Thus we replace Eq. (11) with 

Icnc = Next - Iini == Inoo - Ii n i (14) 

In the last equality we have expressed the external torque Next in terms of the 
steady state spindown rate 0.00 , which obtains when nc = ni, with I == Ii = Ie 
denoting the total moment of inertia. The solutions for ni obtained from (10) and 
(11) for each separate layer i of the pinned superfluid are then used to construct 
~Nint i and thus the expected behaviour of nc , including the contribution of all 
intern~l torques. 

Note that this model has cylindrical symetry. We expect that the equatorial 
regions of the star, which have the smallest Wcr oc: Ep/r, are involved in unpinning 
events and their relaxation. The spherical geometry of the star is ignored and it is 
assumed that thin boundary layers can efficiently patch up the variation of Oi(r) 
and of the vortex distribution throughout the crust. Operationally, we fit the data 
with a model consisting of cylindrical pinning layers, and justify these assumptions 
to the extent that the model fits are successfull. 

4. Two Regimes of Vortex Creep 

From equations (10) and (11), we form the equation for W = 0 - Oe the lag between 
the superfluid rotation rate 0 (where we delete the subscript) and that of the crust, 
Oe : 

. Next I40 0 E /kT . h(w) 
W = --- - ---voe P sm-

Ie Ie T W 
(15) 

where 
kT 

W == EWer (16) 
p 

We have taken a constant value of 0, 0 0 , on the right hand side of (15) since 
variations in 0 are of order w, and W /0 ~ 1. Eq. (15) can be written as: 

w = II Inloo{l-sinh (w/w)} (17) 
e TJ 
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where the "linearity parameter" 17 is : 

10100r Ep 
17 == --exp-

4novo kT 
(IS) 

In each layer of the pinned superfluid, the value of 17 is fixed by the pinning energy 
Ep there and the spindown rate 000 = Next! I required by the external torque. 
Depending on the value of 17, Eq. (17) will evolve in one or the other of two 
different regimes which we shall call the linear and the non-linear regimes. Each 
regime is characterized by a different steady state value woo. If the initial conditions 
are far from the appropriate steady state, there will be rapid transients after which 
the system settles into an asymptotic evolution to its steady state and spends most 
of its time close to the steady state. Eq. (17) then has the form: 

w = 11 10100{1 - _w } if n < 1, linear regime 
e W17 

(19) 

or 

. _ Ilnl { eXP(w/w)}·f I·· 
W - -1 u 00 1 - , n > 1, non - ,near regtme 

e 217 
(20) 

The parameter 17 reflects a comparison between the steady state spindown rate 10100 
required by the external torque, and the purely thermal rate for vortex line motion 
through the random potential. It can be written as the ratio of the coresponding 
timescales, 

ttr 
17 ==

Sts 

where ts is the pulsar's characteristic age (spindown time), 

no 
t =--
s - 210100 

and ttr is a thermal transit time, 

r 
ttr == (voexp - Ep/ kT) . 

(21) 

(22) 

(23) 

If Ep/kT is small enough, thermal creep will be efficient in setting up the equilib
rium spindown rate 10100 with only a small bias (lag) w. In the situation, ttr < ts 
and 17 < 1 the system is in the linear regime. In the opposite situation, ttr > t s, 
17 > 1, a large bias is required and the system responds non-linearly. 

5. The Linear Regime 

We write Eq. (19) as: 

I· W w = -(10100 - -) 
Ie rl 

(24) 
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where the linear regime relaxation time Tl is defined through: 

w kT Werr Ep 
Tt, = 'fJ-.- = ---exp-10100 Ep 40oVo kT 

(25) 

The steady state lag, Woo, which gives w = 0, is: 

(26) 

The solution of Eq. (24) is: 

(27) 

where 

(28) 

In the linear regime, the response of the creep process to a perturbation Sw(O+) 
from steady state is linear in the perturbation. This response shows up as: 

(29) 

in the observed spindown of the crust, as can be obtained from equations (14), (24) 
and (27). The creep response in the linear regime is a simple exponential decay in 
time. The relaxation time can be taken to be just Tt, , since lei I ~ 1 - 0(10-2). Ip 
denotes the moment of inertia of pinned superfluid. In the steady state, the rate of 
energy dissipation in I p , coupled to the crust through Equations (10) and (14) will 
be, 

(30) 

In the linear regime, this gives 

(31) 

This is a very low rate of energy dissipation, compared to that in the non-linear 
regime, as we shall see below. 

6. The Nonlinear Regime 

In the non-linear regime, a large bias on thermal creep is needed to make the 
pinned superfluid spin down at the steady state rate 000 • The evolution of the lag 
W is given by Eq. (20). In the steady state, w = 0, we have 

Woo = wIn 2'fJ = wcr(l -In (4vot slr)) (32) 
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In mnst situations, TJ ~ 1 and the steady state is then close to the critical lag, 
Woo ~ Wer. When a perturbation c5w(O+) gives 

exp c5wy) == exp{WOO -= w(t)} = 1 + [exp c5w~O+) _ l]e-t /(Tn I)e/I) (33) 
W W W 

where the characteristic relaxation time in the non-linear regime is: 

w kT WeT 
Tn == -.- = --.-

10100 Ep 10100 
(34) 

As is the case of linear creep, we have chosen to retain the factor Ie/lin the solution, 
and defined a Tn that does not contain lei I. This factor can be taken as 1, since 
Ie/ I = 1 - 0(10-2). The non-linear relaxation time does not have the intuitive 
exp Ep/kT dependence one expects from thermal relaxation processes. Indeed, the 
relaxation time is shorter in a colder system. This reflects the fact that in the non
linear regime, the thermal processes are strongly driven by the external torque. The 
colder the system is, the larger the steady state bias required (cf.Fig.1b), and the 
faster the relaxation processes about this steady state. The response in Eq. (33) 
has a very non-linear dependence on the initial perturbation. The corresponding 
response in Oe(t) is: 

(35) 

where we have written the exponential dependence on the initial offset in terms of 
the "offset time" to 

(36) 

The characteristic behaviour of this non-linear response obtains when to ~ Tn, SO 

that 
. ~. Ip. 1 
Oe(t) = 0 00 + -1 0 00 (t-t )/ e e 0 Tn + 1 

(37) 

The second term here is a Fermi-function ((c - Jl)kT ~ (t - to)/Tn), and Oe has 
the shape shown in Fig.2. The initial perturbation leads to an almost complete 
stopping of vortex creep. As a result the pinned superfluid does not spin down, and 
is uncoupled from the external torque. Thus, for a time to after the perturbation, 
the external torque acts on the crust alone. The crust spins down at a rate Next! Ie, 
which is Ip/IeOoo lower than the steady state rate 000 = Next! I. This persistent 
shift in Oe continues until the offset time to. This is the time by which the initial 
perturbation c5w(O+) can be remedied by the spindown of the crust alone. At t ~ to, 
the lag is back close to Woo and vortex creep starts again. The pinned superfluid 
recouples with a timescale Tn about t = to, and the system returns to steady state, 
as vortex creep proceeds at a rate giving 0 = Oe = 000 = Next! I. Such persistent 
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Figure 2: The Fermi function response. At t = 0, the time of the glitch, creep is 
decoupled copmpleteiy, giving a reduced Oe. Recoupling starts at t ~ to. If the glitch 
was caught after some A days, the observed response (to the right of the dashed 
line) is quite similar to a simple exponential. 

shifts in Oe are the most important manifestation of strong non-linear response to 
perturbations, and indicate the presence of the ilOn-linear regime in the Crab and 
Vela pulsars in PSR 0355+54 and in PSR 0525+21 (Alpar et al. 1984b; Alpar et 
al. 1985; Alpar et al. 1988). 

The steady state rate of energy dissipation in the non-linear regime is 

(38) 

This is larger than the dissipation rate in the linear regime, by a factor wcr/IOlooTl' 
Let us use the parameters of PSR 0355+54 as an example. The postglich relaxation 
of this pulsar contains a simple exponential decay with a 44 d time constant, which 
seems to reflect the linear regime (Lyne 1987). The spindown rate of PSR 0355+54 
is 101 ~ 1O-12rad/ s2. We take a typical estimate of Wer, 10-2 (the current observa
tional upper limit is Wcr ~ 0.7rad/s). We find that typically a region of non-linear 
creep with Wcr ~ 10-12 dissipates energy at a rate that is some 2500 times higher 
than in a linear creep region. The energy dissipation by non-linear creep could 
be large enough to be observable in old pulsars. In these systems, the initial heat 
content has already been radiated away, so that enerty dissipation in the interior 
forms the source of any thermal luminosity from the surface. Thus, 

(39) 

can be used to detect, or place upper limits on, the parameter Ipwcr, representing 
an average over the entire pinned superfluid. This has been used to convert upper 
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limits on the thermal luminosities of radio pulsars to limits on the pinning param
eter wer' The lowest of these, that for PSR 1929+10, gives We ;S 0.7 rad 8-1 if Ip is 
taken to be 1043 gm cm2. It is encouraging to note that the temperature inferred 
from Eq. (39) for PSR 0525+21 agrees with the temperature obtained from relax
ation times in the post-glitch timing fits, assuming the postglitch relaxation reflects 
the presence of non-linear creep. 

7. Ambiguities in Distinguishing Linear and Nonlinear Response 

The behaviour of Oe(t) following a glitch is clearly the key to an evaluation of 
the pulsar's dynamics in the framework of vortex creep theory. In principle, the 
observation of a postglitch relaxation of the simple exponential form given in Eq. 
(29) will indicate the presence of a linear creep region, while a Fermi-function re
sponse, as in Eqs. (35) or (37), indicates non-linear creep. One can then proceed 
to extract information on the structure of the star from an appropriate evaluation 
of the parameters of the timing fit. For example Eq. (25) would be applied to 
relaxation times of a linear response, while Eq. (34) would be used the non-linear 
regime. 

In practice, the interpretation of postglitch timing data can be ambiguous for 
several reasons. The postglitch response usually requires more than one component, 
of the type given in Eq. (29) or Eq. (37), to fit the data. Different combinations of 
exponentials and/or Fermi functions can produce equally good fits to the data. 

In the past, the uncertainties in the glitch date, typically a few weeks, introduced 
a further ambiguity. When the Fermi-function response is not observed for the 
initial ~ days, and ~ ,...., to, what is then observed is similar to an exponential 
function. For some parts of the pinned superfluid, where no sudden vortex motion 
occurs at the glitch 8w(0) = ~!le, the observed change in !le.to = ~!le/IOI for such 
regions (Alpar et al. 1984a). For the first four Vela pulsar glitches, this to ~ 10 
days, and the uncertainty in the glitch date is of the same order. As there was 
a long term offset in Oe, which indicates the presence of non-linear creep, our fits 
to the first four post-glitch data sets of the Vela pulsar employed non-linear creep 
response (Fermi-functions) alone (Alpar et al. 1984b). The last three glitches have 
been caught within a day and the postglitch response contains prompt exponentially 
relaxing components (Hamilton et al. 1982; McCulloch et al. 1983; Klekociuk et 
al. 1985). It is likely that detailed data analysis will show that the early response 
is from a linear rather than non-linear creep region. 

Another possible source of ambiguity is that non-linear creep regions can also 
produce linear response, in the form of an exponential decay in time, if the initial 
perturbation is small enough. If to ~ Tn, Eq. (35) reduces to 

(40) 

This is formally identical to the linear response in Eq. (29). However, to ~ Tn 

is the precondition for Eq. (40) to obtain in the non-linear regime; this response 
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is smaller, by a factor to/Tn, than the usual magnitude Ip/lloloo '" 10-210100 of 
creep response and will not be part of the observable response in most cases. 

Interpreting a given postglitch response in terms of linear or non-linear creep 
is a matter of distinguishing between the different time dependences when several 
distinct components reflecting the response of different parts of the pinned super
fluid are present. 

8. Linear vs Non-linear Creep in the Evolution of a Pulsar 

If we assume that all neutron stars are structurally similar and contain pinned 
superfluid regions of similar properties in their crust, the prevalence of linear vs. 
non-linear creep in a particular pinning layer characterzed by some pinning energy 
Ep depends on the spindown rate 0 and the temperature T of the pulsar. As a 
pulsar ages, 101 becomes smaller and the temperature also drops. The linear or 
non-linear nature of vortex creep thus depends on the pulsar's age. One finds that 
non-linear creep prevails over larger and larger parts of the pinned superfluid and 
dominates postglitch response as a pulsar ages. 

The transition, 1] = 1, between the two creep regimes, gives a transition value 
of Ep/kT, as a function of the pulsar's age, so that in pinning regions with Ep/kT 
less than the transition value, creep is in the linear regime, while Ep/kT greater 
than the transition value requires non-linear creep. From Eq. (IS), with 1] = 1, we 
obtain: 

Ep Stsvo ",' vo,7 
kT Itransition = In (--) = 35.5 + In ts 6 + In (--) 

r 'r6 
(41) 

where t s ,6 is the star's characteristic (spin-down) age 0/2101 in units of 106 years, 
and typical values Va = 107 cm/sec and r = 106 cm are used for the microscopic ve
locity va of vortex lines and the distance r from the rotation axis. The transition has 
a logarithmic dependence on the star's age. If the temperature remained constant 
as the star became older, Ep,tr would become larger, so that over a given spectrum 
of pinning energies Ep , a gradually diminishing set of the strongest pinning layers 
would support non-linear creep. This is a consequence of decreasing external torque 
on the system: more of the pinning regions are able to meet the demands of the 
external torque with small biases and linear creep. However, this tendency, only 
logarithmic in t s , is overcome by the effect of cooling. The dependence of the tran
sition condition on internal temperature is linear, and the temperature in turn 
has a power-law or algebraic dependence on the 101 and the age of the pulsar. This 
effect dominates and pushes Ep,tr to lower values. As the pulsar cools, thermal 
rates become less efficient and strong biases and non-linear response are required 
over larger and larger portions of the pinned superfluid in order to achieve steady 
state conditions with the decreasing 101. 

All pulsars with observed postglitch timing relaxation have exhibited persistent 
shifts indication non-linear response. Younger pulsars, like Crab and Vela, and 
0355+54 also seem to possess linearly responding regions. It is likely that linear 
response is restricted to smaller portions of the pinned superfluid, until it becomes 
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unobservable in old pulsars (Alpar et al. 1988). A detailed analysis of existing and 
future post-glitch data with this evolutionary viewpoint will form a critical test of 
the vortex creep theory. The linearity parameter 11 can also be written as: 

Tl 
11=-

T-n 
(42) 

using Equations (18), (25) and (34). Vortex creep will operate in the regime with 
the shortest relaxation time. In a given pinning layer, we note that Tn depends only 
linearly on T /101 while Tl becomes larger exponentially in Ep/ kT as the star cools, 
so that the non-linear regime takes over. 

9. Information From Relaxation Times 

The observed relaxation times can be evaluated within the vortex creep model 
to yield information on the interior temperature and/or on pinning energies and 
the superfluid gap in the neutron star's inner crust. The ambiguities concerning the 
linear or non-linear nature of the response are likely to be resolved with recent or 
future data. Here we shall illustrate the wayan observed relaxation time can lead to 
an estimate of the interior temperature or to bounds on pinning parameters, most 
fundamentally on the value of the superfluid gap in the dense inner crust medium. 

A relaxation time from the linear regime is not very useful because of its ex
ponential dependence on Ep/kT. The ubiquitous presence of persistent shifts in 
postglitch data indicates that non-linear creep is present in all pulsars with ob
served relaxation, even the youngest ones. The particular data sets from the Vela 
and the Crab pulsars, which we previously interpreted as non-linear relaxation, may 
turn out to reflect the linear regime. The old pulsar PSR 0525+21 exhibits a 150d 
relaxation time that is probably in the non-linear regime. It is likely that more 
definite examples of non-linear relaxation time depends on Wcr/ Ep , and thus, with 
Eq. (34), can be written as: 

kT 1 1 
Tn = 101 p",r (bE) (43) 

Using an observational limit on T or a theoretical estimate based on the energy 
dissipation rate, one can obtain the value of (bE) from an observed non-linear re
laxation time. Alternatively, a model dependent estimate of bE will lead to an 
estimate of the internal temperature (the inner crust is part of the isothermal care 
of the neutron star after about 500 years). 

The distance b between successive pinning sites along a vortex line is of order 
of the lattice spacing bz only if the pinning energy is large enough to move the 
nuclei, which constitute pinning sites from their equilibrium lattice sites (Alpar et 
al. 1984b). If pinning is really strong, the corresponding Wcr is relatively large (;:::a 
few rad s-I). The observational upper limits on Ipwcr rule out the prevalence of 
such strong Wcr over most of the pinned superfluid (Alpar et al. 1987). Pinning 
energies depend roughly on the square of the superfluid gap. Recent calculations 
have reduced theoretical values of the gap, providing another argument against 



454 

strong pinning. If pinning is not strong enough to dislodge nuclei, one has a picture 
of weak pinning wherein a vortex line pins to those nuclei that happen to be on 
their way geometrically. In this picture, 

(44) 

giving 

kT 1 E kT 3K: 1 
T ---------
n - Inl pK:r b~ - 6. k}b~r Inl (45) 

Using some typical values of density and lattice spacing, this gives 

kT{keV) 1 3 2 
Tn{days) == 10 6.{M V) . (bz /50/m) (kF/kF,O) (46) 

e ralnl-lO 

Where kF is the Fermi wavenumber of the neutrons, and kFO that of nuclear matter. 
We have expressed the coherence length E as 2EF/{7rkF6.).' This is of great value as 
a direct handle on 6., when T can be estimated independently. Alternatively within 
the uncertainties of the physics of pinning and the calculations of energy gaps, one 
can in principle estimate the internal temperature. A detailed re-evaluation of 
pinning of vortex lines by the lattice or its defects is now in order, as the body of 
astrophysical data has accumulated to accommodate a systematic phenomenology 
of postglitch relaxation in terms of vortex creep models. 

We have not discussed the model for the "glitches in terms of sudden vortex 
unpinning events the relevance of vortex creep to the understanding of pulsar tim
ing noise or the treatement of precession of the superfluid in terms of vortex creep 
(Alpar et al. 1987; Cheng et al. 1988; Alpar and Ogelman 1987). These other 
avenues of research will also yield further information on the neutron star interior 
as more glitches and postglitch data are collected and to the extent that the present 
dynamical model in terms of vortex creep continues to pass the test as a system
atic reference frame encompassing the different modes of postglitch relaxation. The 
evaluation from linear to non-linear creep is a particularly important feature that 
one expects to emerge from the body of data from pulsars of different ages. 
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SUPERFLUIDITY IN THE INTERIORS OF NEUTRON STARS 
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ABSTRACT. The discoveries of more than 400 neutron stars as radio pulsars con
tinue to provide an intellectual challenge to physicists and astronomers with diverse 
backgrounds. I review some of the ideas that have been proposed for the structure 
of neutron star interiors, and concentrate on the theoretical arguments for the ex
istence of superfluidity in neutron stars. I also discuss the implications of neutron 
superfluidity and proton superconductivity for the rotational dynamics of pulsars, 
and review arguments that have been proposed for observable effects of superfluidity 
on the timing history of pulsars and perhaps other neutron stars. 

1. INTRODUCTION 

The discovery of pulsars, and their subsequent identification as rotating neutron 
stars, initiated a flurry of activity by theorists to better understand neutron-star 
structure and matter at extremely high density [see the reviews by Baym and 
Pethick (1975, 1979)]. Our model of neutron star structure is reminiscent of the 
interior structure of Earth [Anderson, Alpar, Pines, Shaham (1982)]; a solid outer 
crust, with various layers, which encloses a much hotter fluid core. This latter 
component is a conducting fluid, which although not well understood, is the source 
of a magnetic field. For the purpose of constructing a model for neutron star 
interiors, perhaps their distinguishing feature is that they are extraordinarily cold; 
even at interior temperatures of order 106 - 108 J{ quantum statistics plays 
a crucial role in the thermodynamic and transport properties of nuclear matter. 
It is because neutron-star matter is cold that many exotic states of matter have 
been proposed to exist inside these stars. The idea that neutron stars contain a 
liquid interior of superfiuid neutrons and superconducting protons [Migdal (1959); 
Ginzburg and Kirzhnits (1964)] was motivated in large part by our understanding 
of the mechanism for superconductivity in terrestrial materials as a result of the 
BCS [Bardeen, Cooper, Schrieffer (1957)] theory, and also by the observation of 
glitches in the timing data of Vela pulsar [Radhakrishnan and Manchester (1969); 
Reichley and Downs (1969)]. 

In Sec.3 I review the standard model for the interior structure of neutron stars, 
paying special attention to the arguments in support of the idea that neutron stars 
contain superfluid interiors. One expects the rotational motion of a neutron star 
with a superfluid core, decelerating under the action of external radiation torques, 
to be rather different than an otherwise similar star with a normal fluid core 
of high viscosity. The main features of the rotational equilibrium of the superfluid 
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and superconducting interior are discussed in Sec.4-5, while in the remaining sec
tions I discuss the essential features of the rotational dynamics of the superfluid 
interior. The important differences in the rotational dynamics of a star with a 
superfluid core compared to a normal-matter core are: (i) the timescales for mo
mentum transfer between the superfluid and the neutron star crust, and (ii) the 
existence of metastable flow states which are fundamentally related to the phe
nomenon of persistent superfluid flow, as in liquid Hell, and vortex pinning, as in 
laboratory superconductors. It is here that an important connection exists between 
the theory of neutron stars and the timing observations on radio pulsars. In Sec.12-
13 I discuss more speculative aspects of the theory and some unanswered questions 
of importance for our understanding of the evolution of pulsar interiors. I begin by 
reviewing some concepts from the theory of superfluidity and superconductivity. 

2. CONDENSATION 

Review articles [e.g. Shaham (1980)] that discuss superfluidity in neutron stars 
often emphasize the importance of the energy gap in the superfluid phase. The exis
tence of an energy gap in nuclear matter is important in understanding neutron-star 
rotational dynamics; however, the essential concept is the phenomenon of conden
sation, by which I mean the macroscopic occupation of a single quantum state. In 
liquid 4 H e superfluidity is closely related to Bose-Einstein condensation. The rele
vant single-particle states are simply 'lj;p'" eiP-r, and below 2.2 K a finite fraction 

of the 4H e particles occupy the zero-momentum state, 'lj;, i.e. 1'lj;12 '" O(NjV). 
The important feature of condensation, so far as the phenomenon of superfluidity 
is concerned, is that the amplitude of the condensate, 

(1) 

is phase coherent over the entire fluid. Thus, if the condensate phase is known at 
point R, then one can predict the phase a macroscopic distance away, according to 
13(if) = 13(R) + 2Mvs· (ii' - R)lh, where Vs is the local velocity of the condensate, 
i. e. the superfluid velocity. 

In systems of Fermions, e.g. neutrons and protons in the interior of neutron stars, 
condensation occurs by the formation of pairs of Fermions, or Cooper pairs. Since 
Fermions have a spin (8 = Tij2 for neutrons and protons) the amplitude of the 
condensate depends on the internal arrangement of the constituent spins; in addi
tionthe pair may exhibit internal orbital motion. The general form of the Cooper 
pair amplitude is described by a wave function 'lj;Sl,S2(R, F), where 81,82 are the 
spin projections of the Fermions, R is the center-of-mass of the pair, and? is the 
orbital coordinate of the pair. The dimension of the pair wave function in neutron 
matter, the orbital size of the Cooper pair, is of order 100 jm, which although 
small, is nevertheless large compared to the average distance between neutrons in 
the interior of the star. Even though the size of the pair wave function is measured 
in hundreds of Fermis, this amplitude is coherent over macroscopic distances, in 
this case throughout the liquid interior of the star. When condensation occurs a 
macroscopic number of neutrons form pairs in precisely the same two-particle wave 
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function, independent of their center-of-mass position. Hereafter I use the term 
'order parameter' to mean 'Cooper pair amplitude' because this macroscopically 
occupied state represents a high degree of order, and the symmetry and structure 
of the Cooper pair amplitude determine the macroscopic magnetic and flow proper
ties of the condensed phase. There is a great variety of phenomena associated with 
the spin and orbital motion of the Cooper pairs. Since these states may playa role 
in the theory of the rotational motion of neutron star interiors, it is useful to classify 
some of the possible internal motions of the pairs and comment briefly on what is 
known about the order parameters for laboratory superfluids and superconductors. 

2.1 S-wave, spin-singlet pairs 

Since the order parameter represents a bound state of two Fermions it must be 
anti-symmetric under exchange of the coordinates and spins of the pair, 

(2) 

Most laboratory superconductors are described by an order parameter with quan
tum numbers, 151 = 0 (spin singlet) and In = 0 (s-wave), where 5 = 81 + 82 is 
the total spin, and l= rx ~Vr is the orbital angular momentum of the pair. The 
orbital motion is isotropic and the spins of the Fermions are paired into a mag
netically inert singlet; thus, the pair amplitude reduces to a single complex scalar 
amplitude, 1/J( R) = 1/Ju, analogous to the order parameter in superfluid 4 H e. This 
is also the form of the order parameter believed to describe the condensate of super
fluid neutrons in the inner crust of a neutron star, and the superconducting protons 
in the liquid interior. 

2.2 P-wave, spin-triplet pairs 

The most remarkable terrestrial superfluids are the phases of liquid 3 H e [see An
derson and Brinkman (1978)]. There are three superfluid phases that are stable in 
different regions of temperature, pressure and magnetic field. This fact alone differ
entiates liquid 3 H e from liquid 4 H e and conventional s-wave superconductors. It 
is known that superfluid 3 H e is described by a spin-triplet (S = 181 + 821 = 17,), 
p-wave (l = 17,) order parameter. For pairing into states with one unit of or
bital angular momentum, 1/J is a linear combination of the spherical harmonics, 
{Y1,m(i") ; m = ±l,O}, 

1/JS1,S2(R, F') = L 1/Jr;;,s2(R) Yl,m(F'). (3) 
m=±1,O 

These odd-parity states, [ Y1,m( F') = - Y1,m( -F') ], imply that the spin-dependent 
part of the pair amplitude is symmetric under exchange of the two Fermion spins. 
The 3 He atom has a total spin of 17,/2 due to an unpaired nucleon, and there are 
three symmetric spin states that can be constructed from two spin-1/2 amplitudes. 
Thus, the general form of the pair amplitude is 

11/J >= 1/Jn I iI> +1/Jn I il + li> +1/JH I 11> . (4) 
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In contrast to superfluid 4 H e, a spin-triplet p-wave superfluid such as 3 H e requires 
up to nine complex amplitudes (3 spin x 3 orbital). Note that these Cooper pairs 
are in principle magnetic. I list the form of the order parameter for a few specific 
cases. 

2.3 Superfiuid 3 H e - B 

The order parameter is a superposition of all three magnetic states with equal 
amplitudes and phases, 

I¢ >= ¢B(i'j {I ii> + I it + !I> + I H>}, (5) 

and the orbital amplitude is such that the total angular momentum of the Cooper 
pairs is zero, Iii = 1[+ 51 = O. The B-phase is a special state which is "isotropic" 
in that the pair amplitude is invariant under joint rotations of the spin and orbital 
coordinates. t 
2.4 Superfiuid 3 H e - Al 

The Al phase corresponds to pairing in only one component of the spin triplet and 
is stable only in a magnetic field and a narrow range of temperatures. The order 
parameter directly reflects the magnetic polarization of this superfluid, 

(6) 

2.5 Interior superfiuid of neutron stars: 3 P2 phase 

As I discuss below it is plausible that neutron matter in the liquid interior of a 
neutron star is a Fermion superfluid described by a spin-triplet, p-wave amplitude 
with total angular momentum J = 2 [Hoffberg, Glassgold, Richardson, Ruderman 
(1971)], 

I¢ > = (7) 
Jz=O,±I,±2 

In fact the ground state of the non-rotating 3 P2 phase, to use the spectroscopic 
designation for the pair amplitude, is believed to be a state with Jz = 0 with 
respect to a fixed but arbitrary axis z [Sauls and Serene (1978); Vulovic and Sauls 
(1984)]. Thus, the ground state of the core superfluid in neutron star matter is 
also described by a single scalar amplitude, ¢O. This is no longer the case for 
the equilibrium state of a rotating neutron superfluid; a proper description of the 
vortices in the 3 P2 phase - which are required for the superfluid to co-rotate with 
the crust, conducting plasma and magnetic field - requires that all five magnetic 
sub-states, ¢ Jz , be present in the vicinity of the vortices. This fact leads to a novel 
magnetic structure for the vortex lines inside neutron stars (Sec.9). 

t This statement is slightly modified when the weak nuclear dipolar interaction is 
included. 
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3. PAIRING INSTABILITY AND TRANSITION TEMPERATURES 

There is no direct evidence that the interiors of neutron stars are superfluid. How
ever, there are two arguments in favor of this idea. The first is based on the BCS 
theory of superconductivity, which is arguably the most successful many-body the
ory of condensed matter. The second reason is the existence of long timescales for 
the recovery of the angular deceleration of several pulsars following a glitch (Sec.7). 

The basic structure of a neutron star with a mass M = 1.4 Msun is summarized 
in Fig.I. The radius and central density of the star, which depend on the mass 
and the equation of state of neutron-rich nuclear matter for densities above that 
of terrestrial nuclear matter, are both somewhat uncertain. However, all models of 
neutron stars have a liquid interior, which contains most of the moment of inertia 
of the star, surrounded by a solid metallic crust of neutron-rich nuclei embedded in 
a degenerate fluid of electrons. The radial structure of the crust has been studied 
in detail by numerous authors and is reviewed by Baym and Pethick (1975). Of 
particular importance is the structure of the inner crust of the neutron star for 
densities p > 4.3 X 1011 9 / cm3, where the nuclei become so neutron rich that the 
neutrons begin leaking out of the nuclei to form a background fluid of degenerate 
neutrons surrounding the nuclear lattice. This crustal region persists to densities 
near terrestrial nuclear matter density, p ~ 2 x 1014 9 / cm3, at which point the nuclei 
dissolve into a dense fluid consisting primarily of neutrons and a small percentage 
of protons and electrons, all of which are degenerate. Many other exotic states of 
matter have been proposed to exist in very dense cores of neutron stars, including 
pion condensates, free quarks and solid neutron matter [see Baym and Pethick 
(1975)]. However, I do not discuss these more speculative possibilities for the inner 
core. 

Neutron stars are cold (i. e. T rv 108 K « TFermi rv 1012 K) and the same theoretical 
arguments that lead to the conclusions that terrestrial matter should be super con
ducting with transition temperatures Tc ~ 10-3 TFermi also predict that neutron 
stars should have superfluid interiors. The necessary ingredient for the formation 
of a condensate of Cooper pairs, and hence a superfluid (or superconductor) is an 
attractive interaction between two neutrons (or protons) on the Fermi surface with 
zero total momentum. The Fermi sea guarantees the formation of a bound-state, 
i.e. a Cooper pair, no matter how weak the interaction, so long as it is attractive. 
Of course the strength of the interaction has an important effect on the temperature 
at which condensation occurs. In neutron-star matter the origin of this attraction 
is the nucleon-nucleon interaction, which has the contributions, 

(8) 

where the ceniral part of the potential is attractive at long-range, r > ~fm, due 
the exchange of pions, and repulsive at short distances due to the exchange of 
the w meson; this same vector meson is responsible for the spin-orbit interaction, 
which is large at short distances [Brown and Jackson (1979)]. A great deal is 
known about these basic interactions from nucleon-nucleon scattering. In Fig.2 I 
reproduce the experimentally determined scattering phase shifts of free neutrons 
[as compiled in Tamagaki (1970)]. A positive phase shift represents an attractive 
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NUCLEAR 
LATTICE 

Figure 1. Cross section of a 1.4 MSun neutron star based on a stiff equation of state 
[pandharipande, Pines and Smith (1976)]. The density profiles for the superlluid components are 
based on the transition temperatures of Hoflberg, el al. (1971) and Chao, et al. (1972). 
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Figure 2. The top figure shows the free nucleon-nucleon scattering phase shifts (in degrees) 
[from Tamagaki (1971)] for the lowest angular momentum channels. At low density the 
most attractive interaction is in the singlet, s-wave channel, 1 So, while at high density the 
dominant attraction is in the 3P2 channnei. The transition temperatures were calculated 
by Hoffberg, et ai. (1970) for neutron matter, and by Chao, et ai. (1972) for proton 
matter. The cross-over from s-wave pairing to p-wave pairing occurs at approximately 
2 x 1014 g/em3 , which is close to the density of the crust-core interface. 
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interaction in channels with various angular momentum quantum numbers (S, 1, J). 
The energy dependence (in the center-of-mass frame) is converted to density by 
setting the center-of-mass energy equal to that of two Fermions on the Fermi surface, 
i.e. Eem = 4 EF(P)' At low density, below approximately 2 x 1014g/em3, the 
most attractive channel is the singlet, s-wave channel (ISO). However, the 3 P2 and 
1 DO interactions dominate the S-wave interaction at higher density, with the 3 P2 
channel being the most attractive. Note that the P-wave interactions with J = 0,1 
are always repulsive at high density. Based on this data, and calculations of the 
structure and density profile of a neutron star, Hofiberg,et al. (1971) argued that 
more than one superfluid state was possible inside a neutron star. In the inner 
crust, 3 x 101lg/em3 < P < 2 X 1014g/ em3, a BCS-superfluid of neutron pairs in 
1 So bound states forms, while at higher densities the neutrons condense into a 3 P2 
state. The lower density protons are predicted to condense into a ISO state [Chao, 
et al. (1972)]. Many authors have used this phase shift data, combined with more 
sophisticated approaches, to estimate the transition temperatures for condensation 
into these superfluid states. Typical values of the transition temperatures, Te, for 
both superfluid states range from 0.1 MeV to 1 MeV, i.e. 109 K to 1010 K, which 
are low temperatures compared to the Fermi temperatures of neutron-star matter, 
but quite high temperatures compared to the ambient temperatures for even the 
youngest neutron star; e.g. the interior temperature of the Crab pulsar is estimated 
to be of order 108 K [Alpar, et al. (1985)]. 

A word of caution: transition temperatures are notoriously difficult to calculate 
accurately. This is clear from the BCS formula for the transition temperature, 
Te = EF e1/N(EF)VBcs, which contains in the exponent the strength of the pairing 
interaction, which itself is a many-body effective interaction between neutron exci
tations and may differ significantly from the bare interaction. The uncertainty in 
estimates of Te is in fact more serious than indicated by this simple formula. The 
BCS theory is an inadequate theory for predicting whether a given material will be 
a superconductor, i. e. in predicting Te. Such a theory exists, and was formulated 
roughly ten years after the BCS theory, but it is applicable only to superconductors 
in which the pairing interaction between electrons is mediated by the phonons of 
the (heavier) ionic lattice [for a review see Rainer (1985)]. There is so far no reliable 

first principles theory of Te for a self-interacting Fermi superfluid. t However, the 
standard model illustrated in Fig.1 is based on plausible estimates for the pairing 
channel and transition temperatures, probably the best estimates available given 
the current state of the art in many-body theory. A better model of neutron star 
structure will necessarily have to wait until a first-principles theory of the super
fluid transition temperature in a self-interacting system is developed. Nevertheless, 
the discovery of superfluidity in liquid 3 H e gives us confidence in the BCS pair
ing theory as a mechanism for superfluidity in neutron stars, simply because the 
mechanism for pairing in neutron stars is the self-interaction between the nucleons. 

t There is a rather lengthy literature on failed attempts to calculate the transition 
temperature and pairing channel for the superfluid phases liquid 3 H e before it was 
discovered. 
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Before the discovery of superfluidity in liquid 3 H e it had not been demonstrated 
that superfluidity could arise from the self-interaction between the Fermions. 

Although it is difficult to reliably predict Tc for neutron-star matter, it is important 
to note that the BCS theory is an excellent theory if Tc and the pairing channel 
(S, l, J j are known. It has the power to reliably predict 

• the ground-state order parameter 1/J, 

• thermodynamic and transport properties of the superfluid phase, 

• the hydrodynamic properties of rotating superfluids, and 

• the structure of vortices, an important consideration for rotating P-wave 
superfluids. 

Extensions of the BCS theory are sufficiently powerful that difficult problems of 
relevance to the rotational dynamics of superfluid neutron stars are also tractable, 
including, 

• theoretical estimates of the pinning energies of vortex lines on impurities 
or defects in the stellar crust, 

• theory of nucleation and destruction of vorticity at interfaces, e.g. the 
crust-liquid interface, and 

• theoretical analysis of the mechanisms and timescales for dissipative motion 
of vortex flow during deceleration or acceleration events of pulsars. 

Below I review some aspects of the theory of superfluidity as it applies to a rotating 
neutron star, discuss some of the novel features of the mixture of core superfluids, 
and present a mechanism for rapid equilibration of the interior superfluid to a 
disturbance of the crustal rotation period. 

4. SUPERFLUIDITY, CURRENTS, AND QUANTIZED CIRCULATION 

I assume for simplicity that the interiors of neutron stars are described by a scalar 
order parameter, i. e. a 1 So pair amplitude. This is consistent with the standard 
model for the neutron liquid in the inner crust and the proton superconductor in 
the core, but not for the neutrons in the core. However, most of the concepts 
discussed here for the 1 So superfluid are easily generalized to the 3 P2 superfluid in 
the interior. In Sec.9 and 12 I discuss the important differences between the 3 P2 
and 1So phases that reside in the core and crust, respectively. 

The order parameter for the 1 So superfluid is described by an amplitude and a 
phase, 

(9) 

which have two distinct roles. The amplitude 11/J1 is a thermodynamic variable of 
state, fixed by a free-energy functional which attains its minimum in equilibrium. 
The free-energy is derivable from the BCS theory, and is most conveniently discussed 
in the limit T ~ Te, the Ginzburg-Landau (GL) limit where the amplitude 11/J1 may 
be assumed small [Ginzburg and Landau (1950)]. The GL free-energy functional 
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is a formal expansion of the full BCS free-energy functional in terms of the order 
parameter'l/J, 

The form of the expansion is required by gauge and rotational invariance of the 
free energy. In a uniform system the gradient term may be neglected, in which 
case the minimum of the functional is either the normal state with 'l/Jeq = 0 for 
T > Te, or the condensed state with 'l/J~q = ~(1 - T/Te), and the free energy, 

Feq = F['l/Jeq, T] = -Volume [%](1 - T /Tc)2 for T < Tc is the condensation energy 
associated with pair formation. The coefficients 0', (3, and /1* calculated from the 
BCS theory are determined by Te and the mass density, and are all positive. 

The gradient energy in Eq.(10) is related to the kinetic energy of superfluid flow. 
The connection between superflow and the phase of the order parameter is ob
tained by considering the transformation property of the order parameter under 
a Galilean boost [Mermin (1978)]. The order parameter represents a bound-state 
of Cooper pairs, so we require that 'l/J transform as a two-particle wave function, 

'l/J ~'l/J e-i2Mil.ii/n, where i1 is the boost velocity and M is the bare mass of the 
Fermion. Thus, the quantity, 

(11) 

transforms as a velocity field under a Galilean boost. That Vs implies the existence 
of a mass current is also evident from the transformation of the free-energy func-

tional, F~F - I d3 R {g.i1+0(u 2) }. The mass current density is proportional to 
the superfluid velocity: 9 = Psvs, with a density Ps ex 1'l/J12. This result defines the 
mass current in the rest frame of the excitations, i.e. the non-condensate fraction 
with density, Pex = P - Ps, where P is the total mass density of the fluid. 

Many of the hydrodynamic properties of superfluids and superconductors follow 
directly from the form of the superfluid velocity field. Since Vs is the gradient of 
a scalar field, superflow is purely potential flow; the condensate cannot support a 

, circulation, 
v X Vs = 0, (12) 

except at singular points within the fluid. This qualification is of crucial importance 
in the rotating state of a superfluid; the global circulation is given by the integral 
of Vs around a path C that encloses the fluid, 

i ~ h 
vs· dl = - N c 2M' 

(13) 

where N is an integer. The right side of this equation is determined by the re
quirement that the order parameter be single-valued, equivalently that the phase 
change, i::l{)C, around the path C be an integral multiple of 27r. This quantization 
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of the circulation leads immediately to the concept of quantized vorticity and the 
the requirement that quantized vortices be present in a rotating vessel of super
fluid [Onsager (1949) and Feynman (1955)]. In particular if N i=- 0 then there is 
necessarily a singularity in the velocity field. For a rectilinear line singularity with 
N = 1, enclosed by a circular path of radius R, we have by inspection, 

_ J 
Vs = '" 27rR' (14) 

which is the axial flow field of a vortex with a unit of circulation, '" = 2f:t. ' and a 
n 

singular vorticity field, V X Vs = '" 8(2)(R) z. 
5. ROTATING EQUILIBRIUM OF THE CORE OF A NEUTRON STAR 

Thermodynamic equilibrium of a rotating vessel- in this case the crust and magnetic 
field of the neutron star - is determined by the free-energy functional in the rotating 
frame; only in this reference frame is the interaction between the particles of the 
liquid and the vessel time independent. The general form of this free energy is 

FI = F-n.L, (15) 

where F is the free-energy functional in the non-rotating frame, L is the angular 
momentum of the fluid, and n is the angular velocity of the vessel, i. e. the crust 
of the neutron star. 

This functional simplifies in the limit where the order parameter is determined by 

its local equilibrium value, i. e. 'IjJ = 'ljJeq ei1'J(R), which is an excellent approximation 
in those cases in which one is interested in the macroscopic flow state of the fluid. 
However, the assumption of local equilibrium of the condensate breaks down on 
short length scales near the singularity of a vortex, but for now it is sufficient to 
ignore this issue. I also ignore for the moment the fact that the protons are most 
likely superconducting. The angular momentum then reduces to the two-fluid form, 

(16) 

and the free-energy reduces to 

(17) 

where n X Ii is the velocity of the rigidly rotating crust and co-rotating normal
fluid excitations, and Fn is independent of vn. The quantities Pn and vn are the 
superfluid density and velocity of the neutron condensate. An unrestricted min
imization of this functional leads to the incorrect conclusion that the superfiuid 
co-rotates perfectly with the crust, i.e. vn = n X R, in conflict with the constraint 
vn = ~Vt? In order for the superfluid to carry circulation, and thus to rotate 
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with the vessel, the condensate must be perforated with vortices, each with a unit 
of circulation "'n, whose total circulation adds up to the rigid-body circulation of 
2D. This latter condition is obtained by averaging the superfluid velocity over an 
area that contains many vortices, in which case the circulation contained in an area 
7r R2 of radius R is 

i - h 
vn·dl = (DR)(27rR) =Nv 2M' 

CR n 
(IS) 

where M is the bare neutron mass and "'n = 2ktn' which yields the Onsager
Feynman formula for the areal density of vortices, 

N v 4MnD 3 vortices p-l 
--2 = -h- ~ 6.3 X 10 2 ' 
7rR cm 

(19) 

where P is the period of rotation of the star in seconds. For Vela pulsar (P = 
0.OS3 sec) this corresponds to an inter-vortex distance of approximately 4 x 10-3 

cm. In Fig.3 a sketch of the equilibrium rotating state of the core superfluid is 
shown, t as well as that of the superfluid velocity along a line through the center 
of rotation. The superfluid velocity deviates from the classical rigid-body value 
of DR only near the center of a vortex, where the velocity field of that particular 
vortex dominates the average field of all other vortices. In Sec.S-Il I discuss the 
core structure of vortices and their specific role in the rotational dynamics of the 
superfluid. 

An important feature to note from Eq.(19) is that the number of vortices is directly 
proportional to the angular speed of the crust. Thus, if the neutron star experi
ences a torque which decelerates the crust to lower speed, then a new equilibrium 
state can be achieved only by the destruction of vortices. This process proceeds by 
the outward flow of vortices, and annihilation of vorticity at the interface between 
the superfluid and the crust. Since the neutron stars that have been observed are 
rotating with speeds ranging from roughly 1 - 103 rad/sec, and decelerating due 
to radiation torques acting on the magnetic field and crust of the star, a question 
of central importance for understanding the dynamics of a decelerating superfluid 
neutron star is: what determines the timescale for the equilibration of the vortex 
density to the rotational speed of the crust? The answer is that there is a mu
tual friction force between vortices and the non-superfluid component of the star. 
However, before discussing mutual friction, and the resulting deceleration of the su
perfluid component of the star, it is worthwhile to discuss the equilibrium rotation 
of the superconducting proton condensate. 

6. ROTATIONAL EQUILIBRIUM OF THE SUPERCONDUCTING PROTONS 

The important difference between the equilibrium state of the rotating supercon
ductor (protons) and that of the neutral superfluid is that the superconducting 

t An accurate representation of the vortex state would show the vortices arranged in 
a hexagonal array with the area per vortex given in Eq.(19) 



469 

B 

VORTEX VELOCITY 

Figure 3. Schematic representation of the vortex state in the interior neutron supertluid. The 
radial dimension of the interior is 10 km; the mean distance between vortices for Vela pulsar, P 
= 0.083 rad/sec, is 4 x 10.3 cm; and the radial dimension of the vortex core is of order 100 fm. 
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condensate co-rotates with the crust lattice without forming vortices. This fact, 
first noted by F. London (1950), follows from the hydrodynamic free-energy for the 
rotating superconductor, which has a similar form to that of the neutral superfluid, 

(20) 

where the energy of the self-consistent magnetic field b = V X 1 is included, and I 
temporarily omit the interaction between the neutron and proton condensates (see 
Sec.10). For the charged system the velocity field is given by 

n..... e ..... ..... 
vp = M V{)p - M A(R), 

2 p pC 
(21) 

where the appearance of the vector potential 1 is required for gauge invariance of 
the theory. Minimization of the free energy in the rotating frame again implies that 
the proton condensate velocity co-rotates with the crust of the neutron star. And 
in contrast to the neutral superfluid there is no constraint on the proton superfluid 
velocity field that is in conflict with the condition of co-rotation. In fact co-rotation 
of the bulk of the superconducting condensate is enforced with V{)p = o,t z.e. 

..... - e - ..... 
V X vp = 2D = -M (V X A). 

pC 
(22) 

Thus, the kinetic energy of the superconductor is minimized at the cost of a tiny 
magnetic field (the London field) distributed uniformly throughout the supercon
ducting interior of the star, 

~ 2Mpc ~ 
bLondon = ---D, 

e 
(23) 

and directed along the axis of rotation. The source of this field is a thin surface layer 
(of order 100 fm thick) of superconducting protons slightly out of co-rotation with 
the crust. Thus, classical rotation of the superconducting component is achieved 
by introducing a tiny field (of order 10-4 Gauss for the Vela) which is an irrele
vant magnetic field except that it is responsible for the co-rotation of the proton 
condensate. 

7. MUTUAL FRICTION - COUPLING OF THE CORE SUPERFLUID TO THE 
CRUST 

Figure 4 shows a portion of the timing data for Vela pulsar, including the first four 
glitches [see Downs (1981) for original references]. These glitches are discontinuous 
spin-up events (6.D '" 10-6 D) of the neutron star, at least within the resolution of 
several days, accompanied by a discontinuous increase in the angular deceleration 

t For clarity I omit the stellar field, which generates proton vortex lines but does not 
change the substance of this argument. 
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Figure 4. The first four giant glitches of Vela pulsar [from G. Downs (1981)]. The change in 
period due for each glitch is of order tl.P/ P ~ 10-6 , and the timescale for the recovery of the 
glitch is estimated to be of order T ~ 1 - 3 months; however, the post-glitch behavior of the 
period is more complicated than simple exponential recovery of the period and spin-down rate. 
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tln '" -10-2. Following each of these glitches is a slow recovery of the angular 
deceleration back to the pre-glitch spin-down rate. The timescale for the recovery 
of the glitch is a macroscopic timescale, of order a few months or longer in the Vela. 
To date there have been seven giant glitches of the Vela pulsar occurring every 
2 to 4 years since the timing observations began in 1969. The Crab pulsar also 
shows glitches, a totalcif 3 glitches of smaller magnitude tln '" 10-8 n, and the 
timescale for recovery of glitches in Crab varies from 3 to 60 days, also a macroscopic 
timescale. Glitch events have been observed in less studied pulsars, and seem to 
be ubiquitous, at least among relatively young pulsars. The largest glitch observed 
was in PSR 0355 + 54 with a magnitude of tln = 4.4 x 10-6 n [Lyne (1987)J. 

As a means of defining the mutual friction timescale governing the coupling of the 
neutron superfluid interior to the rotation of the crust, I review the phenomenolog
ical two-component model of Baym, et al. (1969b) for the rotational dynamics of a 
neutron star. This model supposes that the relevant structure of a neutron star is a 
crust,t with moment of inertia Ie, containing a liquid interior of moment of inertia 
Is. These two components are presumed weakly coupled via a frictional coupling 
of the form, 

(24) 

which acts to bring the crust (rotating at nc) and interior fluid (rotating at ns) 
into co-rotation. The quantity T that defines this coupling is the mutual friction 
timescale. The equation determining the rotational motion of the crust is 

(25) 

Implicit in the model is the assumption that the relaxation of the fluid occurs 
nearly uniformly throughout the interior. Such a bulk mechanism for the coupling 
is reasonable given that the interior fluid contains a high conductivity plasma of 
electrons and protons, which are strongly coupled to the the stellar magnetic field, 
and therefore the crust. The two-component model was proposed in order to ex
plain the response of a neutron star to a glitch, and although it fails to explain 
the rotational history of the Vela or Crab pulsar quantitatively, it is the link to 
the tenuous thread of evidence supporting the proposal that neutron stars contain 
superfluid interiors. To appreciate this point it is important to examine the possi
ble mechanisms for momentum transfer between the neutral liquid interior and the 
crust. 

Easson (1979) has previously analyzed the coupling ofthe high conductivity plasma 
of protons and electrons to the magnetic field and crust with a simplified model in 
which the plasma is confined to slab that is bounded on both sides by a conductor 
("the crust"). The plasma and conductor extend to infinity in the radial direc
tion and a magnetic field B, perpendicular to the slab, penetrates the plasma and 
conductor. Easson analyzes the solutions to the magnetohydrodynamic equations 

t I use the term 'crust' to refer to the solid outer crust, magnetic field and plasma inte
rior of the star together, unless it is necessary to specify the individual constituent. 
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with the initial condition that the rotation of the 'crust' changes by 6.nc' Spin-up 
of the plasma proceeds either by the formation of an Ekman boundary layer, and 
an associated radial flow of plasma which transports angular momentum, or by 
the excitation of low frequency hydromagnetic waves. In either case the spin-up 
time for the plasma is of order a few seconds for typical neutron-star parameters: 

1 7 

TEkman ~ 30 T7 n;2 R6 P~P sec, and n2 = n/(l02rad/sec), R6 = R/I06cm, 
P13 = p/(1013g/ cm3), and B12 = B/(1012G). Thus, for the purposes of analyzing 
the post-glitch response of a neutron star the plasma can be assumed to co-rotate 
with the solid crust during a glitch. The long timescale for the post-glitch relaxation 
observed in pulsars is then attributed to the equilibration of the neutral component 
of the star to the plasma and crust.t 

The primary bulk scattering mechanism available for the transfer of momentum 
between the plasma and the neutron liquid interior is the strong interaction. It 
is straight forward to estimate the timescale for momentum transfer between the 
neutron liquid and proton component of the plasma for the degenerate Fermi liq
uid of non-superfiuid neutrons and non-superconduciing protons. The timescale is 
determined primarily by the phase-space for binary collisions between a dilute gas 
of neutron and proton excitations at temperature T ~ EF [Pines and Nozieres 
(1966)]: 

n T 2 
- rv EF (-) , 
Tnp EF 

(26) 

which corresponds to a microscopic timescale, Tnp rv 10-11 sec at T = 106 I<. It 
is because this process leads to rapid equilibration that superfiuidity is introduced. 
In order for the neutrons to be weakly coupled to the crust it is necessary that this 
strong-interaction scattering process be shut off, that the bulk of the neutron and 
proton excitations be frozen out of the star. This is most easily accomplished if 
there is an energy gap, 6.n ~ T, below which there are no allowed neutron states. 
Just such an energy gap appears as a consequence ofthe BCS pairing theory. In fact 
the timescale for momentum transfer at interior temperatures of T rv 106 I<, when 
the neutrons and protons are both superfiuid (with 6.n rv 6.p rv 1M ev), becomes 
incredibly long, 

n 
- rv EF e-(lln+llp)jT ===} Tnp ~ '00' , (27) 
Tnp 

far too long to account for the observed post-glitch timescales ranging from weeks to 
months. Thus, there is necessarily another mechanism responsible for the frictional 
coupling between the crust and the neutral interior. 

t The model of Easson (1979) assumes the proton matter is not superconducting. 
The spin-up of a type II superconductor, in which the field is organized into flux 
tubes has not been analyzed. However, Alpar, Langer and Sauls (1984) provide 
some qualitative arguments for the rapid spin-up of the superconducting protons. 



474 

8. S-WAVE VORTEX STRUCTURE AND ELECTRON-VORTEX-EXCITATION 
SCATTERING 

I previously represented a vortex in the s-wave neutron superfluid by the velocity 
field given in Eq.(14), with the amplitude of the order parameter given by the 
equilibrium amplitude, I~(R)I = ~eq; the full order parameter for the vortex being 

- irp ~(R) = ~eq e , (28) 

where the phase, C/>, is the azimuthal angle in coordinates centered on the vortex. 
This representation of the vortex is valid only on length scales long compared to the 
superfluid coherence length, e, defined roughly as the distance from the center of 
the vortex at which the superfluid kinetic energy density, 1 pnVn2, becomes equal 
to the condensation energy density, 1 a (1 - T jTe)IPeq2. For neutron matter this 
length scale (for T « Ten) is of order, 

(29) 

and defines the radial dImension of the vortex core, inside of which the amplitude 
collapses to zero. The core is important for the rotational dynamics of the neutron 
star because it is the point of contact between the conducting plasma in the interior 
of the star and the neutron matter; at temperatures well below the neutron gap, 
T « D.n , all scattering mechanisms involving neutron excitations in the bulk of 
the interior are frozen out. Scattering of the conducting plasma off the neutral 
component occurs only in the vicinity of the vortex cores. In fact since the protons 
are expected to be superconducting, while the electrons are not,t the only significant 
scattering processes are those involving the neutron vortex cores and the electronic 
component of the plasma. A schematic representation of the momentum transfer 
process between the electrons and the neutron vortices is shown in Fig.5. The 
relative velocity between the electron fluid and the vortices, produced for example 
by a glitch, leads to preferential scattering of electrons from the vortex cores. 

The equation of motion for rectilinear vortices moving relative to the background 
of excitations, in this case the electronic fluid, is well known from the study of 
superfiuid hydrodynamics in liquid helium [see the review by Sonin (1987)]. The 
momentum transfer to the vortex due to scattering of excitations off the core de
termines the response of the superfiuid according to 

(30) 

-where VI is the velocity of the vortex line, ve is the velocity of the electrons, vn is 
the velocity of the neutron sllperfiuid, nv is the areal density of the vortices and 

t The superconducting transition for electrons, due to the polarization of the protons, 
is exceedingly small, Tee ~XFe e- 1/)' with), '" h~ '" 1/137 [Baym (1975)]. 
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Figure 5. Electron-vortex-core scattering is responsible for the velocity relaxation of the 
interior superlluid to the crust. The magnitude of the scattering depends on the structure of the 
vortex core. The mechanism considered by Feibelman (1971) is the magnetic interaction 
between electrons and neutron excitations in the vortex cores. However, the scattering rate 
is dominated by electrons scattering off the magnetic field of the vortices. 
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T is the velocity relaxation time for the relative motion of the vortices and the 
electrons. This mutual friction timescale has been calculated for several models of 
the coupling of the plasma to the neutron vortices [Feibelman (1971), Sauls, Stein 
and Serene (1982), Alpar, Langer and Sauls (1984)], and is simply related to the 
timescale for the dynamical response of the superfluid neutrons to a change in the 
motion of the plasma [Alpar and Sauls (1988)], Td = T (Ps/Pplasma)(¥) rv T/X, 

where x rv 0.05 is the electron concentration in the interior. 

The obvious mechanism of momentum transfer in the interior superfluid is the 
scattering of electrons, via electromagnetic interactions, off the low-energy neutrons 
that are bound to the vortex core. That such neutron bound states exist in the 
vicinity of the core is plausible given that the order parameter, and therefore the 
local gap, is depressed in the center of the vortex core (Fig.5). Even though the 
neutron gap vanishes inside the core, the lowest energy neutron state is determined 
by the dimensions of the vortex core; the spatially varying gap acts as a potential 
for the neutron excitations, and a simple estimate of the energy level spacing for 
bound states gives, 

(31) 

This level spacing determines the probability for a thermally excited neutron exci
tation in the vortex core, 

t. 2 
_--=..tl.-

Pexcitation rv e EF T, (32) 

which although much larger than that for bulk neutron excitations, is still an ex
tremely small number, except in very young neutron stars. The density of ex
citations is the most sensitive factor determining the scattering rate for electrons 
interacting via their magnetic moments with these neutron excitations in the vortex 
cores. Feibelman's (1971) calculation of the scattering rate yields the estimate, 

(33) 

for ~n = 1 Mev at T = 106 K. In all models of neutron stars, except those with 
high interior temperatures and low neutron gaps (i.e. 6.~/EF T rv 1), electron
vortex-excitation scattering is ineffective, and probably does not explain the ob
served relaxation timescale following a glitch. The scattering time is so sensitive 
to the gap and interior temperature that is is difficult to account for the relatively 
small range of post-glitch relaxation times in pulsars with widely different ages, and 
presumably different interior temperatures. In any event there is a more efficient 
nlechanism for momentum transfer in the interior that is not sensitive to the interior 
temperature and neutron gap. 

9. VORTICES IN THE 3 P2 NEUTRON SUPERFLUID 

I have so far treated the neutron superfluid interior as if the condensate were sim
ply an s-wave, singlet state described by a single complex order parameter. This 
simplification is adequate for a description of the hydrodynamic flow far from the 
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core of a vortex, but fails dramatically at distances of order the coherence length 
near any vortex in the 3 P2 phase. The qualitatively new feature of vortices in the 
3 P2 phase is that the condensate in the core of the vortex is spin-polarized [For a 
more general discussion of vortex states in the 3 P2 phase see Muzikar, et al. (1980) 
and Richardson (1972).], 

(34) 

This can only occur in a spin-triplet superfluid, and since the neutrons have a 
magnetic moment the vortex itself carries a magnetization of order, 

.6.n 2 11 
Mvor.tex~(-ynn)nn(EF) ~10 Gauss. (35) 

A sketch of the vortex structure is shown in Fig.6. Magnetic vortices in a neutral 
superfluid were first proposed for the 3 P2 phase of neutron matter [Sauls (1980), 
Sauls et al. (1982)]' but have since been observed experimentally in the B-phase 
of rotating 3 H e, with the magnetization predicted by Eq.(35) (of course with the 
appropriate parameters for 3 He). The experimental observation of this effect in 
superfluid 3 H e gives us considerably more confidence in applying the microscopic 
theory to the novel phases of superfluid neutron-star matter. 

The existence of a magnetic field localized near each neutron vortex is important 
for the rotational dynamics of the neutron superfluid because this inhomogeneous 
field scatters electrons. This mechanism for the transfer of momentum between the 
plasma and the neutron vortices is intrinsically different than Feibelman's mecha
nism because the vortex magnetization is a property of the condensate rather than 
the excitations. As a result the mutual friction timescale does not depend on the 
small number of thermally excited neutrons in the vortex cores, and is therefore 
only weakly dependent on the temperature and density [Sauls et al. (1982)]' 

k x 2/ 3 P 
T = 1.26 x 108 f .6.n sec, (36) 

where kf is the neutron Fermi wavevector in jm, x is the electron concentration, 
and P is the rotation period in seconds. For Vela pulsar this result gives a velocity 
relaxation time of about T r-J 2 months with typical estimates of the gap and in
terior density, which is in reasonable agreement with the observed times for Vela. 
However, this agreement is destroyed by a more efficient scattering mechanism due 
to the strong interaction between the neutron and proton condensates (which is 
distinct from the strong interaction scattering between neutron and proton exci
tations). Below I show how the rapid equilibration of the core superfluid comes 
about and then in Sec.12 return to the question on the origin of the slow relaxation 
timescale observed in pulsars. 

10. NEUTRON-PROTON INTERACTIONS AND SUPERFLUID DRAG 

There is a larger magnetic field attached to each neutron vortex, which is indepen
dent of the spin structure of the order parameter, and leads to a rapid equilibration 
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of the interior superfluid to the plasma with T ~ 400 P[sec]! Most discussions of the 
hydrodynamics of neutron star interiors treat the constituents as independent fluids 
of electrons, protons, and neutrons, at most coupled together by electromagnetic 
interactions and the strong stellar field. In fact there is an important role played by 
the strong interaction between the neutrons and protons in the superfluid hydrody
namics of the interior fluid mixture that is distinct from the scattering of neutron 
and proton excitations. t In a system of interacting Fermions, the elementary exci
tations are not simply bare neutrons or protons, but rather are quasi particles - bare 
neutrons (or protons) dressed by a polarization cloud of other particles. This polar
ization cloud is a well-studied many body effect, and is responsible for the effective 
mass of a neutron (or proton) quasiparticle. In an interacting mixture of neutrons 
and protons the polarization cloud comprises both neutrons and protons. Calcula
tions of the neutron and proton effective masses in neutron-star matter have been 
carried out by several authors (a contribution to the proton effective mass from po
larization of the neutron medium is shown in Fig.7). In particular, Sjoberg (1972) 
has shown that the neutron and proton effective masses, defined as the ratios of 
their respective Fermi momenta to their Fermi velocities, are given by 

M~ =Mn + 8M~n + 8M~p , 
M; =Mp + 8M;p + 8M;n , 

(37) 

where 8M~p (8M;n) determines the proton (neutron) contribution to the effective 

mass of the neutron (proton), and ~Z~n~Zp = MMinn . The dilute concentration of 
np n nnp 

protons interact with the neutrons through the long-range attractive part of the 
nucleon-nucleon interaction and reduce the neutron effective mass. Estimates of 
the neutron correction to the proton effective mass are 8M;n '" 0.5 Mp. 

The polarization cloud that surrounds a neutron excitation in the two-component 
mixture of neutrons and protons is modified by the condensation of both the neu
trons and protons, and as a result the superfluid mass current of neutrons is also 
modified; the constitutive relations are, 

gn =Pnn vn + Pnp vp , 
(jp =Ppp vp + Pnp vn , 

(38) 

where the densities [Pnn, Ppp, pnp] determine the conserved neutron and proton cur
rents, gn and gp, in terms of the superfluid velocity fields, vn, Vp, given in Eqs.(ll) 
and (21). These equations, first considered by Andreev and Bashkin (1975) for 
3He_4 He mixtures [see also Vardanyan and Sedrakyan (1981), and Alpar, Langer 
and Sauls (1984)]' exhibit the superfiuid drag effect in which the condensate velocity 
of, one species, e.g. the neutrons, induces a particle current of the other species, 
e.g. the protons. This effect is important because the rotation of the star couples 
directly to the velocity, vn, which as I argued earlier is non-zero due to the existence 

t I have previously mentioned that the scattering between neutron and proton exci
tations in the bulk is essentially irrelevant. 
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Figure 6. Sketch of the ferromagnetic core of the 3pZ vortex showing the suppression 
of the overall magnitude of the order parameter, II/> I, the vortex flow field, 
Vs = hi 2M R, and the spin polarization of the pairs,< Sz >. 

Figure 7. The effective mass of the proton quasiparticle is determined in part by the 
polarization of the neutron fluid through the nucleon-nucleon interaction. Estimates of 
this contribution by Sj5berg (1972) give oM;n ~ O.5Mp for P14 = 2. 
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of vortices in the neutron condensate. In the reference frame of the rotating star the 
proton condensate rotates with the crust without the formation of proton vortices, 
and thus the only contribution to the proton condensate velocity is the London 
current, vp = - MpcA, which gives zero contribution to the bulk proton current 

in the rotating frame except near a neutron vortex line. The resulting superfluid 
charge current, induced by the neutron vortex lines, is 

-t c-- e _ -+ 

J = -(V x b) = M [pppvp + Pnpvn], 
47r p 

(39) 

where b = V x A is the induced magnetic field. Attached to each neutron vortex is 
a magnetic flux line with a local magnetic field determined by, 

2~ -2~ 47re ~ ~ 
V b + A* b = M Pnp V x V n, (40) 

pC 

where the vortex circulation, V x vn = K no(2)(R) i, is the source of the flux and 
M c2 1 

A* = [~4 2 ]2 is the length scale on which the magnetic field decays away from 7re Ppp 
the center of the vortex. A simple calculation gives the magnitude of the trapped 
flux, 

(41 ) 

in terms of the drag coefficient Pnp, and the conventional flux quantum, </>0 = ¥e ~ 
2 x 1019 G - fm2.t 

The drag coefficient, Pnp, as well as the other superfluid densities, Ppp and Pnn, 
depend on the microscopic interactions between the neutron and proton quasipar
ticles in the interacting mixture, and have been calculated from the BCS theory 
generalized to a two-component superfluid mixture [Sauls (1984)]. For low temper
atures, T ~ ~n, ~P' these coefficients are given simply in terms of the neutron and 
proton effective masses, 

Mp Mn 
Ppp =PP(M*)' Pnn = Pn(M*)' 

p n 

oM;n oM~p 
Pnp =pp( M* ) = Pn( M* ), 

p n 

where Pn (pp) is total the neutron (proton) mass density. 

The radial dimension of the flux tube is given by, 

M; -1 -1 1 
A* = 29.5 [M x P14]2 fm, 

p 

( 42) 

( 43) 

t Note that in the superfluid mixture the flux quantum is not simply related to 
fundamental constants; this is a generic feature of two-component superconducting 
condensates. 
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where P14 is the mass density in units of 1014 g/cm3 and x is the proton concen
tration. Typical values of these parameters imply that A* ~ 50 fm, and thus the 
magnitude of the vortex field, 

11>* 1 15 I«5M~pl 
bvortex = --2 ~ 3.8 x 10 [-M P14) Gauss, 

21fA* p 
(44) 

is bvortex ~ 8 x 1014 Gauss, which is roughly three orders of magnitude larger than 
the spin-polarization induced magnetization discussed in Sec.9. 

11. ELECTRON-MAG NETIC-VORTEX SCATTERING 

The mutual friction timescale resulting from the scattering of the electrons from the 
magnetic vortices has been calculated in the Born approximation, by Sauls et aI. 
(1982). The electron Fermi energy for densities of order 1014g/cm3 is approximately 
100 Mev, which implies that the electrons form an ultra-relativistic degenerate 
Fermi liquid. In this limit the Born amplitude for electron scattering from the 
magnetic field of a single vortex is given by 

M(k s -t k' s') = ~ ~ei(k-k').x/n (k + k') . X(x) «5 I J d 3 ~ ~ 

, , 2€k Vol s,s , ( 45) 

where X generates the vortex magnetic field given by Eq.( 44). The Boltzmann 
equation for the relaxation of the electron distribution function nk~ following an 

,8 

'instantaneous' change in the relative velocity of the electron fluid and the vortex 
array is, 

(46) 

which is simply the total Born scattering rate from N v vortices calculated from 
Fermi's rule including the phase space restrictions imposed by the degenerate sea 
of electrons. An analysis of this scattering rate [Alpar, Langer and Sauls (1984)) 
shows that the velocity relaxation time between the superfluid core of the star and 
the plasma is given by 

( 47) 

where the dimensionless function g(x) is given in Alpar and Sauls (1988), and de
termines the correction to the electron-vortex scattering due to the finite dimension 
of the flux line; for UA* ~ 1, g(l) ~ 0.13, and is not sensitive to the precise value 
of the core radius ~ and magnetic field distribution length A*. At low temperature 
(T ~ .6.n , .6.p ) we find, 

Mp 2 
400 (<<5M* ) P sec. 

pn 
(48) 
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which implies rapid equilibration of the neutral superfluid interior of the star. 

The original two-component model for the dynamical response of a rotating neutron 
star proposed by Baym, et al. (1969b) explained the long timescale for the recovery 
of the period of the Vela and Crab pulsars as a very weak coupling between the 
neutral liquid core and the crust of the star. In fact the existence of a neutron su
perfluid was originally thought to be confirmed by the long timescale for post-glitch 
relaxation. However, assuming the neutrons and protons are both superconducting 
then the superfluid drag effect provides an efficient mechanism for the transfer of 
momentum between the plasma and the neutral superfluid. Equilibration of the 
core superfluid (actually the establishment of a new steady-state response to the 
radiation torque) occurs within an hour or so following a glitch. So far the onset of 
a glitch in either the Crab or Vela has not been observed; typical uncertainties in 
the onset time of a glitch are a few weeks, although recent glitches in Vela [McCul
lough, et al. (1983)] have an uncertainty of one day. In any event there is as yet no 
direct observational evidence for a short relaxation timescale, T ~ 103 sec ~ Ihr, 
involving a major fraction of the moment of inertia of the star. Although Boynton's 
(1981) analysis of the timing noise from Crab (and also from Her X-I) suggests that 
a large fraction of the moment of inertia of the star is rigidly coupled to the crust, 
at least on timescales greater than two days. 

12. SUPERFLUIDITY IN THE CRUST, VORTEX PINNING AND GLITCHES 

The origin of glitches in pulsars is poorly understood. What is clear is that the 
obvious energy source capable of supplying the enormous energies associated with 
a glitch, f..Erot = 2~Erot ~ 1043erg, is the rotational energy of the neutron star. 
However, the physically appealing 'starquake' model of the Vela glitches [Ruder
man (1969), Baym and Pines (1971)] is unable to account for the magnitude and 
frequency of the glitches in Vela. It is not possible, based on theoretical estimates of 
the maximum shear stress that the neutron star crust can sustain, to store 1043ergs 
in elastic energy in the crust in a period of 2 to 4 years between glitches [Baym and 
Pines (1971); Anderson, et al. (1982)]. 

Metastable states of flow are ubiquitous to superfluids; for example, persistent 
currents in superfluid helium are a consequence of kinetic energy barriers separat
ing states with different amounts of quantized circulation. That metastability of 
superflow is a possible explanation for pulsar glitches was suggested by Packard 
(1972), and a specific model for the source of the metastability was proposed by 
Anderson and Itoh (1975). This model was motivated by the analogy between 
the crust of a neutron star and terrestrial hard superconductors. The inner crust 
(p > 5 x lQllg/cm3) is a crystalline lattice of heavy nuclei embedded in a degen
erate liquid of superfluid neutrons. In the crust the protons are confined within 
the nuclei, so that unlike the liquid core, there is no superconducting proton com
ponent, and since the neutron superfluid in the crust is a condensate of ISO pairs 
there is no electron-magnetic-vortex scattering process present to couple the neu
tron superfluid to the plasma. However, the existence of the solid crust is expected 
to have an important effect on the coupling of the neutron superfluid to the crust. 
In superfluid helium vortices tend to attach themselves to imperfections on the 
walls of the vessel. If the vessel is decelerated the vortices may remain pinned to 
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the vessel and a metastable flow is created in which the superfluid is flowing faster 
than the vessel. Only if the vortices unpin and annihilate on the vessel wall will 
the superfluid spin down. A similar metastability exists in laboratory superconduc
tors; very stable current-carrying states of hard superconductors are maintained 
by the pinning of flux vortices (which are present because of the supercurrent). 
However, in superconductors pinning occurs on impurities and defects of the crys
tal lattice. Degradation of the supercurrent occurs only if vortices are transported 
by the current. In hard superconductors the decay of supercurrents occurs either 
gradually as vortices diffuse through the array of pinning sites (vortex 'creep') or 
discontinuously when many vortices unpin and flow unimpeded without re-pinning. 
These latter events are the laboratory analog of Anderson and Itoh's proposal for 
the glitch events; as the neutron star slows down the superfluid must expel vortex 

lines (at a rate of N = 4Mnn/h rv 109 yr- 1) in order to achieve equilibrium with 
the crustal rotation. Pinning of this vorticity in the crust is thus a mechanism for 
storing superfluid kinetic energy. As the relative velocity between the superfluid 
and crust builds up, the Magnus force tending to expel the vorticity increases, and 
eventually overcomes the pinning forces. Unpinning occurs at a critical value of the 
relative angular speed, 

( 49) 

which is determined by balancing the Magnus force per unit length, fM = ~Pnlflc
flnl Rp, and the pinning force per unit length, fp = fp/d, where fp is the pinning 
energy per site, d is the average spacing between pinning centers on a particular 
vortex and Rp is the radial distance to the pinned vortices. Estimates of the pinning 
force [Alpar (1977)] assume that vortices pin to individual nuclei in the crustal 
lattice, and that the pinning energy per site is equal to the difference between the 
vortex core energy in the absence of the pinning center and the condensation energy 
for neutron pairs bound within the nuclei. The basic equation used to estimate the 
elementary pinning energy is 

(50) 

where Pi and Po are the neutron densities inside and outside the nuclei, and V is the 
volume of intersection between the vortex core and the nucleus. With energy gaps 
in neutron matter of order an MeV and plausible assumptions about the number 
of intersecting nuclei per vortex, the pinning force can be calculated and converted 
into a critical velocity difference for vortex depinning. Typically, bflcrit rv 10 rad/s, 
except perhaps in regions of the inner crust where the pinning force may be an 
order of magnitude or so smaller [Alpar (1977); Anderson, et al. (1984)]. In order 
to account for glitches in terms of vortex depinning every 2-4 years the critical 
angular velocity difference in some region of the crust must be much smaller than 

the estimate of 1-10 rad/sec; i.e. nc6.tglitch ~ 1O-2rad/s (Fig.4). The theory of 
vortex pinning and flux jumps in laboratory superconductors is not well developed; 
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the elementary pinning energy between a vortex and a small impurity (Rimp ~ e) 
was only recently calculated correctly [Thuneberg, et al. (1984)] and found to be 
much larger (by a factor e; Rimp) than the estimate [Eq.(50)] based on minimizing 
the lost condensation energy of the vortex core and defect. Thus, whether regions 
of weak pinning in neutron stars are likely due to a low density of lattice defects or 
impurities, or to exceptionally weak intrinsic pinning is unclear. In fact one of the 
important assumptions made in estimating the pinning energy of vortices in the 
crust of a neutron star is that vortex lines pin to the nuclear clusters that consti
tute the crystalline lattice of nuclei. This intrinsic pinning of vortices to the lattice 
nuclei is not relevant in most superconductors because of the long coherence length 
compared to the atomic lattice spacing. Superfluidity in the crust may be in the 
regime where the coherence length is comparable to the size of the nuclei, in which 
case intrinsic pinning may be relevant; however, there is no microscopic theory of 
pinning of vortices to the lattice nuclei in short coherence length superconductors. 
In any event estimates of the vortex pinning energy in the crust are uncertain, 
but it is difficult to explain the origin and frequency of the Vela pulsar glitches 
without regions of very weak pinning compared to the estimate of 0.5 MeV Ifm. 
The problem is all the more difficult because within the vortex unpinning model 
of Alpar, et al. (1981a) the change in the angular acceleration resulting from the 
glitch implies that the moment of inertia of the star containing vortices that unpin 

is Hpj Ie = onelne ~ 10-2, which translates into roughly 1013 vortices simultane
ously depinning (on any observable timescale) during a glitch. Such a catastrophic 
unpinning of vorticity is difficult to explain unless there is a mechanism (as yet 
unspecified) for amplifying fluctuations in the local vortex density which then drive 
the local superfluid velocity above the critical velocity for unpinning. 

In spite of the difficult problem of explaining the trigger for the catastrophic unpin
ning of vortex lines, Alpar, et al. (1982) have analyzed the response of the crustal 
superfluid to the glitch (identified as catastrophic unpinning) in terms of the vor
tex creep model for vorticity flow [Anderson and Kim (1964)], originally invented 
for understanding the motion of flux in superconductors with defects that pin flux 
vortices. This model is discussed in detail in this volume by Alpar and Pines; the 
important point to note here is that vortex creep theory explains the slow relax
ation of a pulsar's angular speed back to the pre-glitch spin-down rate in terms of 
the re-establishment steady-state vortex creep - which requires rep inning of vortex 
lines. While it seems plausible that this timescale is long, the microscopic physics 
of the repinning process is not well understood [see Shaham in this volume]. 

13. PROTON SUPERCONDUCTIVITY - SOME OPEN PROBLEMS 

Laboratory superconductors exhibit striking properties in response to an applied 
magnetic field. At sufficiently low magnetic field all supercondutors exhibit the 
Meissner effect, i. e. the complete exclusion of magnetic flux. The threshold field for 
the penetration of flux into a superconductor depends on the microscopic properties 
of the superconductor, most importantly the ratio of the field penetration length, 
A = J M c2 I 47rne2, to the coherence length, e, which controls the surface energy of 
a superconducting-normal domain. For Ale> j2 (type II superconductors) the 
surface energy is negative and flux enters the superconductor without destroying 
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the superconducting state in the form of flux lines with an elementary unit of 
flux, <Po = hc/2e. The threshold field for flux entry is the lower critical field, 

Bel = h;~;e In(A/~). Ultimately superconductivity is destroyed when the magnetic 

field is sufficiently strong, i. e. greater than the upper critical field, Be2 = h~~~e. In 
neutron stars the protons are expected to be type II superconductors with a lower 
critical field of Bel ~ 1015 G and an upper critical field of roughly Be2 ~ 1017 G 
[Baym, et al. (1969a)]. Since the stellar field of most neutron stars is estimated to be 
less than a few times 10 12G, the thermodynamic state of the core of superconducting 
protons is the Meissner state with complete flux expulsion. However, for a neutron 
star 'born' with a stellar field, e.g. in a supernova, the timescale for the flux to 
diffuse through the high-conductivity (0'), degenerate plasma may be as long as 
Tdiffusion = 47rO'R;tar/c2 rv 1010 years. Therefore, Baym, et al. (1969a) proposed 
that superconductivity nucleates in the presence of the field by confining the stellar 
field into a low density of flux tubes, with an average spacing, d f > > A. This 
implies that the bulk of the neutrons are in a field-free environment in the interior. 

There are a number interesting unanswered questions regarding the magIletic field 
structure within the superfluid core. Firstly, there is no detailed theoretical under
standing of the non-thermodynamic superconducting transition in the presence of 
the stellar field, in which the timescale for cooling below Te is short compared to 
the flux expulsion timescale Tdiffusion' And even if the superconductivity nucle
ates in the presence of the field, the timescale for the reorganization of the field 
into quantized flux lines is unknown. Answers to these questions of timescale and 
flux motion may be relevant to the issue of pulsar 'turn off' if indeed the absence 
of pulsars with apparent ages greater than a few million years old is due to the 
decay of their magnetic fields. Recently several authors [Muslimov and Tsygan 
(1985), Jones (1987)] estimated the Bernoulli and drag forces on proton flux lines 
and conclude that expulsion of the flux state of the superconductor may occur on 
the timescale of several million years. However, these authors neglect the tension of 
flux lines which can act to inhibit flux motion; also the timescale for a flux line to 
be expelled from the interior is sensitive to the cross-section for electrons scattering 
off the flux lines. 

Finally it is interesting to speculate that the proton flux lines (assuming they have 
nucleated) may have a role in the rotational dynamics of pulsars. In pulsars the 
magnetic field axis is misaligned with respect to the rotation axis, so that some of 
the neutron vortices (which control the rotation of the neutron superfluid) must 
pass through the proton flux lines as the pulsar spins down. The proton flux lines 
provide a natural collection of extended pinning 'centers' (or rather a 'clothesline') 
for vortex lines in the core of the star; a simple estimate for the pinning energy of 
a vortex-flux line intersection due to the proton density perturbation in the center 
of a flux line is 

/;12 /;12 
Epin rv n-f- E n (~~~p) ~ 0.1 MeV/connection, 

EFp Fn 
(51) 

which suggests that pinning in the superfluid core may be important. In fact there 



486 

are additional reasons for looking more carefully at the pinning problem in the 
core superfluid. (i) The effective pinning energy per vortex line is automatically 
lower than the simple estimate given for pinning in the crust simply because the 
mean distance between flux lines (pinning centers) is much larger than the dis
tance between the nuclei, df ~ AJBcliB ~ 102 - 103 fm, which translates into 
a considerably smaller critical velocity difference for unpinning from the flux lines, 
50-coit ~ 10-2 - 1O-3rad/sec, which is reasonably close to the velocity difference 
that can be built up in r-.J 2 years as Vela spins down. (ii) Pinning in the crust may 
be absent or unimportant if intrinsic pinning of vortices to the nuclear lattice is ab
sent (this would be the case if the neutron coherence length overlaps many nuclear 
clusters) or if the density of crystal defects is low. (ii) Because of the 'anisotropy' 
of the pinning centers in the interior of the star a relatively small cone of neutron 
vortices would be pinned by the proton flux lines (see Fig.8), thus giving rise to a 
small effective moment of inertia of pinned vorticity, also consistent with the small 
discontinuity in the spin-down rate due to the glitch. (iii) A model of the post-glitch 
response based on pinning in the core superfluid, compared to the pinned crustal 
superfluid, has the advantage of not depending on the difficult problem of vortex 
repinning to nuclei in the crust simply because there is no way for vortices flowing 
radially out to avoid the flux lines in the directions perpendicular to the field. In 
any case the problem of vortex pinning and dynamics needs additional study in 
order to determine if catastrophic unpinning and vortex creep are plausible models 
for pulsar glitches and spin-down of the neutron superfluids. 
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Figure 8. Vortex lines in the core superfluid may pin on the proton flux lines. 
The region of strongest pinning is the cone where the radial flow of vortex 
lines is nearly perpendicular to the flux lines. 
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RADIATION FROM COOLING NEUTRON STARS 
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Physics Department, University 0/ Crete, 
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and 
Max Planck Inst. f. Extraterrestr. Physik, 
Garching, F. R. Germany 

ABSTRACT. The thermal structure of neutron star envelopes is discussed with em
phasis on recent analytic results. The effect of the neutron star magnetic field on 
the opacities and on heat conduction is further reviewed. We finally discuss the 
physics of the spectra emitted at the neutron star surface focussing on the expected 
deviations from the black body spectrum. 

1. Introduction 

We already learned in this conference (Pines 1989, Miiller 1989), that neutron stars 
are probably formed with very high internal temperatures approaching 1011 K in 
the core of a supernova explosion (see also Shapiro et al. 1983). Copious neutrino 
emission brings the temperature down to 109 - 1010 K within about one day. Neu
trino cooling actually continues to dominate over photon cooling until the internal 
temperature has droped to ~ 108 K with a corresponding surface temperature of 
~ 106 K, attained typically within 104 - 105 years after formation (Shapiro et al. 
1983). It was realised very early (e.g. Chiu 1964, Chiu and Salpeter 1964) that the 
surface temperature of the star may remain above, or at the vicinity of 106 K, for 
at least 104 years after formation, so that young neutron stars may be detectable 
through their thermal emission in the soft X-rays (Chiu and Salpeter 1964, Tsuruta 
and Cameron 1965). 

Neutron stars have since been identified by the hundreds as radio pulsars or as 
accreting X-ray sources. In the mean while, the possibility of detecting weak point 
sources in the soft X-rays was afforded recently, after the orbiting of the Einstein 
and EXOSAT observatories. This new observational capability has spurred recent 
detailed thermal evolution calculations. These are complex studies sensitive to 
both the interior structure - thus depending on the nuclear equation of state, 
superfiuidity, pion condensation, etc. - as well as to the properties of the outer 
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envelope such as surface gravity, opacities and magnetic field strength (e.g. Maxwell 
1979, Nomoto and Tsuruta 1981, 1986, Richardson et al. 1982). Recent reviews 
of the Einstein observations have been given by Helfand (1983) and by Helfand 
and Becker (1984), while the EXOSAT results have been discussed by Alpar et al. 
(1987), Brinkmann and Ogelman (1987) and by Ogelman (1987). 

Further progress in the 1980's was achieved by decoupling the internal structure 
from the properties of the outer envelope (Gudmundsson 1981, Gudmundsson et al. 
1982, 1983, Hernquist and Applegate 1984). This is meaningful for two reasons: (a) 
The high interior conductivity renders, as we shall see, the region with densities p ;:: 
1010 g I cm3 practically isothermal, so that a relation between the surface effective 
temperature, Te, and the interior temperature, T,;, can be established. (b) For a 
significant period of time the interior cools via neutrino emission independently of 
the properties of the outer layers. While isothermality of the neutron star interior 
has been questioned in recent studies (see e.g. Nomoto and Tsuruta 1986), these 
considerations would only affect the boundary condition, Ti' on the determination 
of the thermal structure of the envelope. We shall, therefore, principally review 
here the properties of the outer envelope, as this allows one some insight on the 
extensive numerical results on neutron star cooling. 

Neutron star cooling may also be influenced by internal heating processes due 
to friction between the differentially rotating solid crust and the superfluid interior 
of the star as it spins down (Pines and Alpar 1985, 1989, Ogelman 1987). Current 
estimates of this reheating, based on the superfluid vortex - creep theory, suggest 
that this could be important in later stages of neutron star cooling, say 106 years 
after formation (Alpar et al. 1987). 

2. Outer Envelope of a Neutron Star 

While the outer layers may not influence the cooling of the star during the ini
tial, neutrino dominated era, yet their thermal properties will determine in the end 
the X-ray photon flux and spectrum, which is our only means of detecting these 
objects. 

To briefly summarize some of the cardinal properties of the neutron star sur
face let us then remember the very high gravitational binding energy per unit mass, 
EGlm = GMI R ~ .15 c2 (M and R denote the star's mass and radius), the enor
mous surface gravity g = .15c2 I R ~ 1014cml 8 2, the small scale-heights h ~ PI (gp), 
and column density y ~ Pig. Thus, following a thin non degenerate atmosphere 
with a scaleheight 

h= 

degeneracy sets in at densities pi JLe ;:: 10 T;/2 g I cm3 (JL = AI (Z + 1) and JLe = AI Z 
denote the mean molecular weights, while mp is the proton mass). The equation of 
state is then mainly that of the degenerate electrons: 
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Thermal structure. The temperature profile inside the envelope can be obtained 
by solving the heat diffusion equation, assuming a constant heat flux throughout 
the layer: 

Q = 16uT3dT 
3 R.pdz 

4 dT4 
-U--. 
3 dr 

(1) 

This clearly leads to a temperature profile which is a power-law of the optical depth 
r, i.e. 

:£ ~ (~r)1/4 
Te 4 

(2) 

where the effective surface temperature Te is defined from Q == uTe4. A precise 
knowledge of the mean opacity R. is then needed to relate the temperature to the 
other thermodynamic quantities, which can then also be expressed as functions of 
r, i.e. p = p(r), etc. Knowledge of R.(p,T) is also necessary in order to compute 
the overall depth rtot of the layer, necessary to establish a relation between the 
temperatures Ti and Te. 

Opacity. Heat is transported through the layer by radiation or, alternately, by 
electron conduction - which usually dominates when the electron gas becomes de
generate. Since the two mechanisms operate in parallel the total opacity is simply 

(3) 

Modern cooling calculations routinely use the Roseland mean of the opacity as tab
ulated in the Los Alamos Opacity Library (Huebner et al. 1977). 

Analytic Considerations. These opacities were recently reviewed for the applica
tion to neutron star envelopes in (Gudmundsson 1981), where extensive plots are 
also given. An important feature of these opacities is, that they are well repre
sented by a power law of the form R.(p, T) ~ pO Tf3 over large segments of the (p, T) 
plane, with the powers 0:, f3 changing dramatically, when the transport changes from 
radiative to conductive. For illustrative purposes we shall represent the opacity as 

(4) 
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where the radiative part is given by a Kramer's-Iaw absorbs ion term augmented by 
the Thomson opacity (see also Hernquist and Applegate loco cit.). The constant 
coefficients in eq(4) are in CGS units 

Ac ~ 1.28 A 10-7 , 

where A is the nuclear weight, and Z the atomic number. 
The region near the turn of the opacity law from conductive to radiative is 

of paramount importance in the heat transport problem, contributing most of the 
resistance to the heat flow. This region is easily determined from eq(4) requiring 
I':.r = I':.c. We immediately find the condition p = (Ac/Ar) 1/3 TS.S/ 3, whence 

(5) 

An accurate knowledge of the opacity law in this region is, therefore, necessary, 
while details in the opacity outside this "sensitivity strip" of the parameter space 
will not affect substancially the heat flow. This important result was first demon
strated in the numerical calculations of Gudmundsson et al. (1982), but is also 
reproduced quite accurately through analytic integration of eq(l), using a power 
law opacity as suggested by eq(4). 

Analytic integration has in fact been employed by Hernquist and Applegate 
(1984) to obtain the thermal structure of neutron star envelopes. Using again eq( 4) 
along with the equation of hydrostatic equilibrium, 

we readily obtain p2 ~ T 6.S, or 

g 
dP = g p dz = - dr, 

I':. 
(6) 

(6a) 

for the nondegenerate, radiative segment of the envelope, while the corresponding 
relation in the degenerate conductive regime becomes 

".2 ".2 -1/3 .Lb -.Lt ~ Pt (6b) 

(the indices b, t designate the botom and top of the integration layer). We thus get 
a sharp and continuing flattening of the temperature profile T(p) at high densities. 

The temperature at the base of the radiative zone Tr should then give the order 
of magnitude of the interior temperature Ti . A somewhat more careful statement 
of eq(6a) includes the constants of proportionality: 
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J.Lgm T 3.5 
2 - 125 p e 

Po =. kTe Ar ' (8) 

Normalizing Ar in accordance with the Los Alamos Opacities we thus find for a 
pure helium and a pure iron atmosphere respectively, 

Po, here represents the density at optical depth T ~ 1.2 (Kylafis and Ventura 1988). 
Following the curve T(p) in the radiative zone up to the density at which the 

medium becomes conductive, i.e. eq(5), we obtain at the base of the radiative zone 
the values indicated in the accompanying Table. 

He 

45 
5106 

2.2104 

Fe 

113 

2.2108 

1.3 105 

Thus, an iron neutron star is expected to have its interior about two orders of 
magnitude hotter than its surface, while this ratio is reduced in the case of a pure 
helium atmosphere. 

3. Effects of Magnetic Fields 

Ali Alpar (this conference) already reviewed for us the essencial physics of the 
magnetic surface of a neutron star. The magnetic field profoundly influences the 
properties of electronic matter with characteristic energies kT, f F ::; neB/me = 
116 keV B13 (neB/me == nwc defines the energy required to excite the transverse 
Landau orbital of an electron, see e.g. Canuto and Ventura 1977). 

With the electrons frozen in the ground state Landau level, the electron phase 
space becomes essencially one-dimensional, 

At T = 0, the parallel to the field Fermi momentum is related to the density through 
the relation 
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(9) 

Here A.l is the typical dimension of the electron's transverse Landau orbital. It 
is noteworthy that A.l becomes less than the atomic Bohr radius for for magnetic 
fields in excess of 109 G. We can thus anticipate that the atomic binding energy is 
strongly increased in the presence of a pulsar magnetic field, a phenomenon which 
will, of course, leave its mark on the bound-bound and bound-free opacities, as we 
shall see. By contrast to eq.(9), at B = a the relation is neG = (37r 2)-lkF3 so that 
the onset of degeneracy will occur in the presence of an external field at a density, 
ne, higher than required in the nonmagnetic case: 

(10) 

Notice further, that the Fermi temperature and pressure now scale as TF ,..., p2, 
Pe ,..., p3 rather than the usual TF ,..., p2/3 and Pe ,..., p5/3. The question we now wish 
to address is: how these modified properties might change the overall depth T of 
the radiative layer. 

Magnetic Opacities. In addition to the previously described effects, the coef
ficient of heat transport is drastically modified in the presence of a strong magnetic 
field. Let us first consider the radiative opacities. Two propagating polarization 
normal modes are defined in the presence of an external field having different mean 
free paths each in the various photon-electron interactions (Lodenquai et al. 1972, 
Gnedin and Sunyaev 1974, Meszaros and Ventura 1979, Nagel and Ventura 1983, 
Soffel et al. 1983). A principal result is that, at frequencies w « We, photons 
having their polarization perpendicular to the Bk - plane have a mean free path 
which is increased relative to the nonmagnetic case by a factor (wc /w)2 in both the 
Thomson and free-free interactions. Since kT < hwc in a magnetic neutron star 
atmosphere, a thermal plasma would principally cool via these weakly interacting 
photons reducing its Roseland mean of the opacity according to 

~H !::= 41 _ - (kT)2 
KO hwc 

(11) 

The conductive opacity is also strongly modified in the degenerate regime. The 
collision frequency of an electron is found to be an oscillating function of its kinetic 
energy (Ventura 1973). In the high field limit, fF' kT < hwc, one finds (Yakovlev 
1980, 1982, 1984, Hernquist 1984) 

(12) 
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in the degenerate case, while in the non degenerate case the magnetic and nonmag
netic conductive opacities are essentially equal: 

(13) 

where Z denotes the mean atomic number. At higher densities the electron Fermi 
energy increases beyond the Landau excitation energy, and the opacity exhibits an 
oscillatory behaviour, as the value of E F passes through the excitation energies in 
the Landau spectrum. Fig. 1. shows a comparison of the opacity law as given in 
Eq. (14) (solid line) to the magnetic opacities discussed in this Section (broken 
line) for the case of a pure iron atmosphere at a constant temperature of 107 K. 

-
" 

Fe 56 I T = 107 K __ B = ° 
----- B = 0,1 Bcr 

9-2 9-4 

f1 ......... . 

THOMSON 

Fig.l. A comparison between the magnetic (broken line) and the nonmagnetic 
(solid) opacities. 

The magnetic field value assumed is equal to 0.1 Ber, where the critical value 
of the magnetic field, Ber is defined from 

neBcr 
me 

Magnetic field values of about 0.1 Bcr are suggested from recent observations of 
cyclotron lines in some X-ray pulsars and in gamma ray bursts (Triimper et al. 
1978, Mazets et al. 1981). Fig. 1 also clearly indicates the density regions, where 
the opacity is dominated by the Thomson scattering and the free-free processes, as 
well as the region where electron conduction dominates. In the magnetic case the 
conduction region has been pushed to higher densities. The magnetic opacity is 
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seen to decrease with increasing values of the density with a very sharp p-4 law, 
and then shows several quantum oscillations around the nonmagnetic value. 

Thermal Structure. These different effects represent substantial quantitative as 
well as qualitative deviations from the nonmagnetic opacity. Recent calculations 
by Hernquist (1984) incorporating the magnetic opacities have indicated, never
theless, that due to cancellations, the net change in the overall optical depth is 
small, which in turn implies that the relation between the interior and surface tem
peratures remains essentially unaffected. It should be mentioned, however, that 
the above calculations are limited by the fact that they are one-dimensional in na
ture. One thus assumes that the transport of heat occurs primarily in the radial 
directrion, and then computes in a manner similar to the isotropic case, but using 
coefficients appropriate for the transport parallel (or perpendicular) to the exter
nal field. Therefore, one facet of the problem still remaining unexplored is a full, 
quantitative study of the two-dimensional temperature profile at the surface of a 
magnetic neutron star. 

In the above we have assumed that a one-dimensional magnetic lattice, as first 
suggested by Ruderman (1971) will probably not form, according to recent im
proved computations (see e.g. Muller 1984, Flowers et al. 1977). In the case that 
such a magnetic solid were to form the outer envelope would end abruptly at the 
typical density of this solid i. e. at about 104 g I cm3• Both the luminosity and the 
spectral character of the emitted radiation would then be affected (see Brinkmann 
1980). 

4. Emergent Spectrum 

Traditionally Einstein pulsar observations have been translated into a total flux 
at the neutron star surface, and thereby a surface temperature, assuming that the 
emmission follows the Planck law. This assumption can in fact be crucial, given the 
expected surface temperatures, which range between 105 and 106 , and the fact that 
instrumental sensitivity combined with interstellar absorption peaks at energies in 
the range from 0.3 - 5 keV. As these energies may well exceed the Planck peak 
at ,.... 3 kT, one would only be able to observe the high energy tail of the emitted 
~thermal spectrum. Deviations from the black body law may then easily result into 
an erroneous determination of the effective temperature. 

This problem was clearly demonstrated by Romani (1987), whose calculations 
also show a sensitivity to the assumed chemical composition. Thus the spectrum 
emitted by a pure helium or pure hydrogen neutron star atmposphere is found to 
deviate most strongly from the black body law, being much harder as compared to 
the spectrum emitted by an atmosphere containing heavier elements (see Fig. 2). 
These calculations are based on a simple numerical code starting with the thermal 
structure of a grey atmosphere, and correcting the temperature profile until self
consistancy is achieved with the spectral energy density at every depth. 

Qualitatively it is, of course, easy to understand this strong dependence on 
chemical composition. At 106 K helium is totally ionized, while even a small ad-
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mixture of heavier elements would contribute strong photoabsorption edges in the 
range 0.3 to 5 keV, or close to it. In the fully ionized case the photon extinction 
coefficient would follow the law 

(14) 

where KR is the Roseland mean of the opacity and u == hw/kT. The strong u-3 

dependence is then reflected in the photon mean free path. At high frequencies 
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Fig.2. Calculated spectra from a neutron star model atmosphere at an assumed 
surface effective temperature of 106 K. The spectra show a strong dependence on 
chemical composition. After Romani {1987}. 

then, the medium becomes more transparent and one is able to sample deeper and 
hotter layers in the neutron star's atmosphere. This results naturally in a harder 
spectrum than given by either the black body or the grey atmosphere law. The 
presence of heavier elements would of course, change this behaviour due to the 
presence of the forementioned photoabsorption edges. 

Much in the numerical results presented by Romani can thus be understood 
in a fairly simple framework. This is especially interesting if one is to include the 
effect of magnetic fields in these calculations, in which case extensive Los Alamos 
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opacities are not available. It is then of some interest to note that for a magnetic 
field of 0.1 Ecr, similar to that measured in the X-ray pulsar Hercules-Xl (Triimper 
et al. 1978), the atomic binding energies are greately enhanced. The binding en
ergies of hydrogen, and the hydrogenic ions of helium and iron are then found at 
"'" 0.27, 0.67, and 25.8 keY respectively (see e.g. Wunner, Ruder and Herold 1981; 
Wunner et al. 1981). Magnetic helium would thus no longer be totally ionized at 
106 K contributing a strong photoabsorption edge precisely within the energy band 
of high instrumental sensitivity, and, once again, profoundly changing the spectral 
character. 
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ABSTRACT. We propose that the pulsar timing noise results from the magnetospheric 
fluctuations and internal superfluid unpinning. In general, the pulsar timing noise power 
spectra of frequency derivation contains two components. The high frequency component 
results from the small scale superfluid unpinning (microglitches) which can happen 
spontaneously with a characteristic rate inverse proportional to the thermal relaxation time 
of vortex creep. The low frequency component could be either caused by the sudden 
change of current braking torque which is induced by the micro glitches or some rapid 
variations in current braking torque due to the fluctuation of the outermagnetosphere gaps. 

1. INTRODUCTION 

The most remarkable feature of pulsars is the regularity of the pulsations, which are 
very precise, to 1O-1Os for most pulsars. The secular decrease of the rotation rate from 
energy loss is also very regular. Pulsars seemed to be a category of well-behaved stellar 
objects, until the abrupt increases in fequency (glitches) were found in the Vela pulsar 
(Radhakrishnan and Manchester 1969; Reichley and Downs 1969) and the Crab uplsar 
(Boynton et al. 1969). A second kind of irregularity (timing noise) was also recognized in 
the Crab pulsar by Boynton et al. (1972). They found large phase residuals remaining 
after the removal of the low-order polynomial that could result from a random walk in the 
rotation frequency or white noise in the power spectrum of the frequency derivative. A 
more detailed analysis of the arrival time of the Crab pulsar by Groth (1975) confIrmed 
this conclusion. Cordes and Helfand (1980) examined the timing-noise behaviour of 50 
pulsars from the JPL data and showed that the timing noise is a general characteristic 
feature of pulsars: a study of 11 pulsars indicates that random walks occur in rotational 
phase in two objects, in frequency in four objects, and in frequency derivative in two 
objects. Based on such a vast amount of timing-noise data, it is possible to construct a 
theoretical framework in which to understand the timing-noise behaviour of pulsars. 

2. HIGH FREQUENCY TIMING NOISE (MAGNETOSPHERIC FLUCTUATIONS) 

2.1 Fluctuations of Outermagnetosphere Gap 

We (Cheng 1987a) point out that the pair production mechanism in 
outermagnetosphere gap models (Cheng, Ho and Ruderman 1986 a,b) can give rise to 
fluctuations which result in rapid variation of the current braking torque, leading to a 
random walk in rotation frequency. Basically, we follow the statistical description of 
torque variation in terms of noise process developed by Lamb, Pines and Shaham (1978 
a,b) and assume that each fluctuation in torque is an independent event which occurs at 
random time ti with a rate R during a time interval T (the duration of the observing 
period). The number of events has a 
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poisson disnibution mean value, RT, and time ti are uniformly disnibuted for 0 < ti < T. 
Since the tim~ scale (to - 2Qc·l) of the fluctuations is so rapid that it is not difficult to 

show that it can result in a series of o-function-like fluctuations in the current braking 
torque which cause a series of random walk in angular frequency. The random walk 
strength parameter in frequency can be expressed as 

2 

SFN = R<OQ~> "" Q~ (Itot)2 (ONJXB)2 +- (1) 

(21t) 81t Ie N tot t 
age 

where Qc is stell angular frequency, l tot is the total moment of inertia of the star, Ie is the 

moment of inertia of the stellar crust. oNJxB is the fluctuation in current braking torque, 
Ntot is the spin down torque and tage = (QJ2Q) is the apparent age of the pulsar. Here, 
we have used the fact that the fluctuation so rapid that only the stellar crust can respond to 
the change of the external torque and the core superfluid sits still. Since SFN is a function 
of ltotllc which depends upon the equation of state, thus SFN can give us a clue about the 
structure of the neutron star. 

2.2 Micro-glitches and the Induced Magnetospheric Fluctuations. 

It is possible that the small scale internal superfluid unpinning (micro-glitches) could 
create some perturbations in the pulsar magnetosphere which result in the sudden chane of 
current braking torque. The perturbed torque will remain unchanged until the next 
micro-glitch; hence the step-function-like variations in torque give rise to a random walk in 
frequency derivative. 
We (Cheng 1987b) have shown that the random walk strength of frequency derivatire 
(SSN) is given by 

Q2 f (Ml/Q) 
S = --.;;e_~ __ 

SN 2 2 
16 1t t 't age 

(ONJxB / 

N tot 
(2) 

where 't = kT (Oc/Ep Inl is the relaxation time of thermal vortex creep (Alpar et a11984 
a,b) and f(llnJnc) is the function which describes the response of the magnetosphere to 
the glitches. 

T is the internal temperature of the star, (Ocr is the critical relative angular frequency 
between stellar rotation frequency and superfluid rotation frequ<?ncy Qs which determine 
the pinning status of the vortex line. Ep is the pinning energy, IQcl is the derivative of the 
rotation frequency. 

3. LOW FREQUENCY TIMING NOISE (MICROGLITCHES) 

According to the vortex creep model (Alpar et al. 1984 a,b) the equation of motion of 
superfluid can be describe by 
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QQl = _ n _ Kn(r, t)V (r,t) 
at S r r 

(3) 

where 00 = Os - 0, n(r,t) = 11K (20s + r dOllar) is the vortex lines density and 

Vr = Vo exp - EplkT (1 - oo/oocr) is average radial velocity of the vortex lines, K = h/2mn is 
the vorticity and Vo = 107 cm s-1 is the microscropic velocity of vortex lines. 

3.1 Accumulation and Depleion Regions of Vortex Lines 

The steady state solution of equation (3) is 

00 - 00 cr 00 kT Vo 
=- .tn (-) 

E V p 00 

(4) 

The subscript "00" indicates the steady state value of these quantities. Since kT/Ep « 1 

(kT :::: lODe V for most pulsars and Ep - 0.1 Me V), therefore 0000 should have a spatial 

variation similar to oocr We can approximate the vortex density 

1 [ dCOoo ] n ::::- 2Q +r--
00 K C dr 

r 3co dco rOOl 
:::: ___ 0 =n ifr~:::: __ 0 »20 (5) 

~ a dr 'L C 
K ura ura 

This is called vortex accumulation region with radial size &a and 3coo is the fluctuation 

of cocr due to spatial irregularity is negative and - dcoc!dr > 20/r. Then, we cannot to use 

equation (5). In order to reduce the magnus force which is proportinal to 00 - cocr' co will 

try to be close to oocr as much as possible, this results in a vortex depletion region where 

n.,., = 11K [20 + r dco.,jdr] :::: O. This implies 

3co 
:::: __ 0:::: 

dcoco 2Qc 

3rd r 

where 3rd is the radial size of the vortex depletion region. 

3.2 A Naive Spontaneous Unpinning Scenario 

In the accumulation region, the Magnus force on a particular vortex line required to 
balance the local superfluid velocity set up by a neighbouring vortex is 

(6) 

(7) 
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At the same time, the total magnus force in steady state, f = PlCrO)oo is below the critical 
value for unpinning, by an amount 

8f=f -f= pKr(O) -0) 
p tr eo 

kTplCr 0) V 
---:f1,=---,,-cr .tn ( V: ) (8) 

Suppose that a few free vortex lines migrate into the vortex accumulation region. (The 
source of these vortex lines will be discussed later). They will rotate with the superfluid 
which is moving faster than crust. These free vortex lines will circulate around the spin 
axis of the neutron star and drift out slowly, contributing additional local superfluid 

velocity to pinned vortex lines, an extra force of order of 8fm, given by eq. (7), will be 
acting at the pinned vortex lines. Furthennore, if 
8fm > of, then some vortex lines will be forced out of their pinning sites. But the 
accumulation region must be followed by a depletion region, otherwise, the unpinned 
vortex lines will be immediately repinned. Therefore, only single layer of vortex lines at 
the boundary between the accumulation region and the depletion region can be ultimately 
unpinned. Number of unpinned vortex lines in this case will be Nu = 21tma1/2. The 

resulting charge of angular velocity of the superfluid in the depletion region is then o~ = 

- KNul21tfo2 and the crust will be suddenly spun-up by an amount 

I (0) 0) V 
m th = ~ 100 I = ~ --.£kT.tn (~) 
cIs 20c Ep Veo 

due to conservation of angular momentum [N.B. the moment of inertia of the vortex 
depletion region is given by eq. (6)]. 

3.3 Spectrum 

(9) 

Since the microglitches create a series of 8-function-like variation in rotation frequency, 
which is equivalent to have a series of random walk in phase, as long as the relaxation 
time of individual microglitches is much shorter than the observed period. This is fIrst 
considered by Alpar, Nandkumar and Pines (1986). They show that the spectrum of 
timing noise due to the micro glitches is phase noise and the random walk strength 

parameter (SpN) is R (21tAOet)2. But they treat R (the rate of microglitches) and AOe (the 
size of microglitches) as parameters. In our spontaneous unpinning scenario, we need at 
least one free vortex line to initiate the whole mechanism. Such free vortex lines could be 
created as the pinned vortex lines creep outward and encounter a spatially irregular region 
with missing pinning sites. This situation can happen anytime,but the mean time interval 

for each event must be the relaxation time scale (t) for excursions from the steady state of 
thermal creep. Furthennore, AOe is given by eq.(9) in this particular model.Hence we get 
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1t 00) 0) V kT 2 l'T 0) 
S = [ 0 c r IJ (---2...) _] _A --=:. 

PN F ..... n V n F . 
-p = c-pQl 

(10) 

4. APPLICA nON AND DISCUSSION 

In order to compare our theoretical results to the observed data, we need to know the 
internal temperature of pulsars. By using the OPE (Oudmusson, Petlick and Epstein, 
1983) model which relate the internal temperature to the surface temperature and assuming 
the vortex creep is the ultimate heating mechanism of the star, we (Alpar et al. 1986 and 
Cheng 1987b) can show that T is proportional to Inl 0.455. Therefore, the random walk 
parameters can be expressed as 

and 

SpN <X IQI0. 365/d , 
oN 2 

SFN<X (InI2/n) ( N JxB) 
tot 

where (ONJxBfNtoU2 :: 0.02 - 0.1 for pulsars with outermagnetosphere gap and 

(oNJxBfNtot) :: 1 for typical pulsars. 

(11) 

(12) 

(13) 

In Table I, we summarise the random walk strength parameters (Spn, Sfn and Ssn) 
given by Cordes and Downs (1985) and Boynton and Deeter (1985). We compare our 
model results of ~ndne (eq. 9) with the observed data in table II. They are pretty 
consistant with each other. Furthermore, Cordes et al (1987) analyse the 15 years timing 
data of the Vela pulsar, they find that there are two type of discontinuities in the spin 
frequency of the Vela pulsar: macro jumps (giant glitches) occur about once every 1000 
days with amplitudes ~ndne - 10-6 while microjumps (microglitches) occur ten times 

more often and have ~ndne - 10-9. These results agree with R - lit and equ. (9) very 
well, if we assume that the spontaneous unpinning happens in weak pinning regions 
where 00)0:: O)er:: 10-2 rad s-l. 

In order to evaluate the theoretical value of Sfn' we need to know Ie which depends 
upon the equation of state. Since the uncertainties of the observed data is large, it is not 
accurate enough to pinpoint what kind of equation of state give the best fit. Nevertheless, 
we can still determine that the stiff equations of state (e.g. Pandharipande, Pines and 
Smith 1976, which give IJItot - 0.15 - 0.3) are better than the soft equations of state (e.g. 
Reid potential and BJ which give - 0.02 - 0.1) in table III. Although the random walk 
strength parameter of frequency derivative (Ssn) involves an unknown function f (~n/n) 
which is still under investigation, we assume that is a constant which turns out to be a 
good approximation in table IV. 
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Pulsar 

0329 + 54 
0355 + 54 
0525+ 21 
0531 + 21 
0611 + 22 
0628 - 28 
0736 -40 
0823 + 26 
0833 - 45 
1133 + 16 
1237 +25 
1642 - 03 
1706 - 16 
1749 -28 
1818 - 04 
1911 - 04 
1929 + 10 
1933 + 16 
2021 + 51 
2045 - 16 

TABLE I 
OBSERYEP RANpOM WALK PARAMETERS 

(8.15 ± 2.0) x 10-43 (1.61 ± 0.05) x 10-10 
(0.66 ± 3.6) x 10-41 (2.21 ± 0.11) x 10-9 

(1.31 ± 0.88) x 10-37 
(0.77 ± 4.9) x 10-42 (2.19 ± 0.07) x 10-9 
(2.36 ± 0.52) x 10-41 (3.61 ± 0.34) x 10-10 
(2.8 ± 0.25) x 10-40 
(1.01 ± 0.04) x 10-34 (9.12 ± 1.0) x 10-9 
(-0.11 ± 3.2) x 10-43 (7.53 ± 0.51) x 10-11 
(-0.21 ± 4.01) x 10-43 (1.07 ± 0.06) x 10-10 
(1.97 ± 3.39) x 10-40 (7.52 ± 5.88) x 10-10 
(3.45 ± 1.50) x 10-41 (2.19 ± 0.86) x 10-10 
(7.88 ± 0.72) x 10-41 (8.98 ± 1.11) x 10-10 
(2.37 ± 0.69) x 10-40 (2.79 ± 0.19) x 10-9 
(0.37± 4.79) x 10-42 (2.07 ± 6.89) x 10-10 

(2.45 ± 0.26) x 10-41 (4.12 ± 0.33) x 10-10 
(1.44 ± 1.33) x 10-43 (5.9 ± 0.22) x 10-11 

(1-2.5) x 10-28 
(3.5-9.7) x 10-23 

(1.28 ± 2.32) x 10-24 

(3.2-6.3) x 10-27 
(0.2-1.99) x 10-27 
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Iabll: II 

obs obs T. (10-1 K) [MlJ(Mlc )2021 
( t.0c ) th 

Pulsar SpN I(SpN) 2021 In (t.°c ) 2021 

0329 + 54 (3.91 ± 0.12) x 10-1 1.6 (4.59 ± 0.07) x 10-1 9.0 x 10-1 
0355 + 54 «5.39 ± 2.6) x 10-1 9.1 «4.77 ± 0.12) x 100 1.3 x 100 
0628 - 28 «5.34 ± 0.17) x 100 1.74 «1.76 ± 0.03) x 100 1.71 x 100 
0736 -40 «8.80 ± 0.83) x 10 2.63 «9.17 ± 0.43) x 10-1 7.83 x 10-1 
0833 - 45 «2.22 ± 0.24) x 10-1 1.5x102 «2.38 ± 0.13) x 101 1.1 x 101 
1133 + 16 (1.83 ± 0.13) x 10-1 1.36 (2.82 ± 0.09) x 10-1 1.2 x 100 
1237 + 25 (2.61 ± 0.15) x 10-1 0.65 (2.08 ± 0.06) x 10-1 7.1 x 10-1 
1642 - 03 (1.83 ± 1.43) x 100 2.7 (1.31 ± 0.51) x 100 0.85 x 100 
1706 - 16 (5.30 ± 0.21) x 10-1 2.87 (7.81 ± 1.53) x 10-1 1.47 x 100 
1749 - 28 (2.19 ± 0.27) x 100 3.8 (1.80 ± 0.11) x 100 1.7 x 100 
1818 - 04 «6.80 ± 0.46) x 100 3.3 «2.81 ± 0.10) x 100 1.57 x 100 
1911 - 04 (0.65 ± 1.68) x 100 2.0 (0.82 ± 1.68) x 100 1.3 x 100 
2021 + 51 (1.0 ± 0.08) x 100 2.4 (1.0 ± 0.04) x 100 1.0 x 100 
2045 - 16 (1.40 ± 0.05) x 10-1 1.4 (2.54 ± 0.04) x 10-1 2.1 x 100 

TABLE III 
QBSERVEU AND THEQREIICAL RANDQM ,WALK fARAMEIERS 

tage 
6 (So~) (Hz S-I) (Sobs) (Hit s-I) (S ~ >Soft (H? s-I) Pulsar P (S) (10 yr) IN soft 

0525 + 21 3.75 1.5 (1 - 2.5) x 10-28 (0.2 - 1.4) x 10-27 (1.6 - 3.6) x 10-28 
0531 + 21 0.033 .001 (3.5 - 9.7) x 10-23 S;(0.045 - 1.0) x 10-21 S;(0.8 - 2) x 10-23 
1929 + 10 0.23 3.11 (3.2 - 6.3) x 10-27 (0.4 - 8.6) x 10-26 (0.7 - 1.5) x 10-27 
1933 + 16 0.359 0.95 (0.2 - 1.99) x 10-27 (0.2 - 5.7) x 10-25 (4.4 - 9.8) x 10-27 

TABLE IV 
!:;QMPARISQN QF MQDEL .MID QBSERYAIIQNS QF SS,N 

Pulsar O(s -1) °_14 t6 Sobs I(Sobs~ 
SN SN 021 

Is S~~/(~~2021 

0329 + 54 8.8 2.46 5.4 (3.4 ± 0.1) x 10-2 1.6 9.1 x 10-2 
0355 + 54 40 110 0.56 (0.28 ± 1.5) 9.1 1.1 x 103 
0611 + 22 18.8 330 0.09 (4.4 ± 3.7) x 103 15 1.7 x 104 
0628 - 28 5.1 2.9 2.95 (0.32 ± 2.1) x 10-1 1.74 0.31 
0736-40 16.8 7.2 3.7 (9.8 ± 1.2) x 10-1 2.63 1.12 
0823 + 26 11.8 3.8 4.9 (1.17± 0.11) x 101 1.97 0.22 
0833 + 45a 70.6 104 0.011 (3.5± 0.1) x 106 150 5.5 x 106 
1133 + 16 5.3 1.7 5 (-0.05 ± 1.3) x 10-2 1.36 2.8 x 10-2 
1237 + 25 4.55 0.31 23 (-0.09 ± 1.75) x 10-2 0.65 1.0 x 10-4 
1642 - 03 16 7.3 3.4 (0.82 ± 1.41) 2.7 0.57 
1706 - 16 9.6 9.4 1.6 (6.44 ± 0.63) 2.87 2.28 
1749 - 28 11.1 16.2 1.1 (3.3 ± 0.33) 3.8 8.6 
1818 - 04 10.5 11 1.5 (9.5 ± 2.9) 3.3 1.6 
1911 - 04 2.6 3.7 3.2 (0.15 ± 2.0) x 10-1 2.0 0.09 
2021 + 51 11.9 6.9 2.75 (1 ± 0.10) 2.4 1 
2045 - 16 3.2 1.8 2.8 (6.1 ± 5.5) x 10-3 1.4 3.3 x 10-2 



Soliton Stars and the Cosmic X-ray Background 

Hong-Yee Chiu 
Goddard Space Flight Center 
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ABSTRACT. Properties and ongln of soliton star::; are explored. Evolution of 
soliton stars in early universe is discussed. A large amount of matter in the 
Universe could be irreversibly locked inside soliton stars. Soliton stars are 
efficient energy converters. Models based on the simplest soliton structure 
(with no net quantum numbers) indicate that soliton stars are possible intense 
X-ray sources at large red shifts. 

1. Introduction. 

Most X-ray sources can be classified into one of the following types: 
Stellar coronae and winds, supernova remnants, and accreting objects, a cate
gory which includes objects such as binaries, white dwarfs, neutron stars, stel
lar mass black holes l • X-ray emission from active galactic nuclei has been 
speculated to be the result of accretion of matter onto a giant black hole of 
mass 2 1el MO' While theories are fairly complete regarding galactic 
sources, there IS considerable uncertainty regarding the role played by 
extremely massive black holes in the X-ray emission mechanism of active galac
tic nuclei. Theoretical ground for the formation of giant black holes is not as 
well established as in the case of stellar black holes. 

In addition, there are many yet unexplained phenomena in X-ray astro
nomy, in particular, the existence of a diffuse cosmic X-ray background. Al
though in the past theoretical work based on condensed objects (white dwarfs, 
neutron stars, stellar mass black holes as single objects or as members of bina
ry systems) has yielded important information on the nature of X-ray emitters, 
there are many mysteries in X-ray objects which cannot be explained in terms 
of these objects. New physics might be needed. 

In this paper we report work done along a new path that might resolve 
some of these problems2, this is the area of soliton stars. These are giant, 
non black hole mass configurations that are stable as hot or cold masses. As 
hot objects they are intense X-ray emitters. They are also very efficient 
energy converters, capable of converting nearly 1 QJQJ % of the rest energy of 
matter coalescing into them. 

2. Basic Concepts. 

Recently, R. Friedberg, T. D. Lee and Y. Pang3 ,4,5,6 proposed a new class 
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of astronomical objects which exhibit unusual properties, called soliton stars. 
While ordinary stars are embedded in an ordinary vacuum we are familiar with, 
a soliton star is embedded in a degenerate or abnormal vacuum which resulted 
from a background coherent Higgs boson field. An ordinary vacuum is charac
terized as the lowest energy state. A free particle in an ordinary vacuum pos
sesses a mass, which exhibit the well known inertial and gravitational proper
ties. However, even ordinary vacuum possesses properties which may be vast
ly complex. For example, if the electric field energy density E2/87r ap
proaches a critical value Ec2/87r = mc2/(n/meC)3, the dielectric constant of 
ordinary vacuum deviates from unity and exhibits a nonlinear behavior (and as 
E // Eec, spontaneous pair creation can take place). 

A coherent Higgs boson field behaves as a vacuum state that also repre
sents a (locally) lowest energy state. This vacuum (referred to as 'abnormal' 
or 'degenerate' vacuum, after Lee3 ) has different properties from those of an 
ordinary vacuum. At present very little is known about the nature of the 
Higgs bosons, except that they should be massive, of spin 0, and their expecta
tion values modify the masses of other fields. In this context a degenerate 
vacuum has the additional property that the masses of particles (which inter
act with Higgs bosons) may be modified. One may compare this property (to 
modify masses of particles) as a kind of 'dielectric' properties of the abnormal 
vacuum. 

Consider a degenerate vacuum within an ordinary vacuum. According to 
LeeS, the self interaction U due to the Higgs type field is: 

(1) 

(Unless otherwise specified, the constants nand c are set to unity; restoration 
of hand c is easily accomplished by multiplying the final quantity by appro
priate powers of nand c until the desired unit is obtained.) A surface tension 
is created at the boundary of the degenerate vacuum, resulting in a surface 
energy Es given by: 

Es=47rsR'2 (2) 

where s is the surface tension and is given by 3: 

S = ~ m t:7o? [=, § mc2 (t:7o/nc? = 1024 (mt:702/mp3) erg cm-2] (3) 

with mp ,~ proton mass. Without an internal pressure, this surface tension will 
compress the space occupied by the abnormal vacuum until a zero volume is 
reached. An abnormal vacuum by itself is therefore unstable. However, if 
there is a gas inside, an internal pressure is present and this pressure will 
prevent the collapse of the abnormal vacuum. Stability is achieved by the 
balance of the internal pressure and the surface tension. This stable configu
ration is represented by a local minumum of the energy surface. 

Assuming a relativistic Fermi gas of total particle number N inside the 
abnormal vacuum, the kinetic energy Ek is obtained in the usual way as: 

E" = (37r//3q N)4;:l/R (4) 

An equilibrium configuration is obtained from minimizing the total energy E = 

Es -1" E k • we find: 

Ek == 2Es (5) 
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E = 3E,. = 12 11' SR2 (6) 

In terms of the total particle number N, we find: 

E "" S1/3 Na/s (7) 
The mass of the system, M. is given by: 

M = E/c2 (8) 
Note that M is positive. However, the actual binding energy of the system, 
Eo, is the difference between the mass of the system after soliton binding and 
that before soliton binding. We therefore have, 

(9) 

where I< is a number close to unity. For any reasonably large value of N, 
such as 1(1)57 (roughly the number of particles in the sun), the first term in 
Eq. (9) is small compared to Nm, therefore Eo is very close to Nm. A soliton 
star is a very tightly bound system and the source of binding is predominantly 
the surface tension. 

The inclusion of the gravitational energy will add a negative contribu
tion to E. The gravitational energy Eg is: 

Eg "" G M2/R 

For large enough M, Eg will eventually dominate over the surface energy 
which is proportional to M and a black hole will result when the relativistic 
parameter w = GM/R approaches 1/2. However, a numerical evaluationS 
shows that the mass M for a soliton star black hole is of the order of 1 (1)1 ~ 
M (), with a radius of the order of a light year. These values are 
suostantially greater than those for ordinary stellar objects (neutron stars). 
It is these large values of black hole mass and radius that makes soliton stars 
interesting objects, if they exist. 

3. Basic Formulations. 

The equations of structure of soliton stars may be obtained from the 
Einstein field equations, when all relevant quantities such as the energy of 
the Higgs Boson fields are properly included. 

The Einstein field equations are: 

(0) 

where !R~v is the Ricci curvature tensor and !R = g~v!Rltv is the scalar tensor, 
X~v is the stress energy tensor, which includes the effects of the Higgs field. 
In a spherical coordinate system with the line element ds given by: 

ds2 = _e2ude + e2vdp2 + p2(do.2 + sln2o. d(32) (11) 

where u. v are time and spatial metric, and p, a., {3 are standard polar coordi
nate variables, the stress energy tensors ares: 

Xt~ W + V - U 

X/ = T + V -- U 

X« '" = X/3 = T V+U 

(12) 

(13) 

(14) 

where W is the energy density of particles, T is the pressure, V and U are 
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field quantities associated with the Higgs bosons (V is analogous to the kinetic 
energy and U is analogous to the potential energy). The expressions for W 
and Tare: 

W = ~fd3p np ~p (15) 
811" 

T = -Lfd3p np ~p L (16) 
811"2 3 ~p 

The expression for U is given in Eq. (1) and that for V is: 

V = ~ e-2v(do-]2 
2 dp 

(17) 

The tensor <JI''' satisfies the Bianchi identity: 

<JI' ";1' = /21 (18) 

and the subscript (1I;,u) denotes covariant differentiation with respect to the 
coordinate,u. Applying covariant differentiation to the field equation (10), we 
obtain the conservation law which must be satisfied by the stress energy 
tensor XI''': 

Xl' ";1' = /21 (19) 

Wand T already satisfy conservation laws like Eq.(19). The conservation law 
(19) when applied to U and V yields the field equations of 0-: 

e-2v(d20- + ( g + du _ ([v J do- J + fS - dU = /21 ~20\ 
dp2 P dp dp dp do-

where f is the coupling constant between the fermion and the Higgs boson, so 
that the interaction between 0- and the fermion (whose wave function is 1/J) is 
f""ii1/J, and S is a quantity related to T, W: 

S = ~ fd3p np ~p -[ (m - fo-) (21) 
811" 

Because of the form of U, a solution of Eq.(20) is 

0- = 0"0. (22) 
Indeed, it has been shown by Lee and Pang5 that the deviation of 0" from 0"0 is 
extremely small. In addition, the effective mass m- =~ m - fo- is nearly zero 
so that the following equality: 

m - fo-o = /21 (23) 

is valid to a high degree of accuracy. ThiS means that the mass of any fer
mion Interacting with the Higgs boson inside a soliton star is always very 
close to zero. 

Using Eq.(23), the equations of structure of soliton stars become: 

p2<Jtt = e-2V _ 1 - 2e-2v pdv = -811"Gp2(W + V + U) (24) 
dp 

(25) 

which can be solved to yield the structure of soliton stars. Details of solu
tions for completely degenerate fermi gas configurations at zero temperature 
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have been described by Lee and Pangs. 

Suffice it to say that the solutions show that soliton stars have very 
large mass, radius, and very large number of particles. Order of magnitude 
wise, the mass M, the radius R, the particle number N are: 

M= -n.2e2/G2muo2 = Hl}45 (30mp/mX30mp/uo)2 g \26) 

R= -n.2/Gmuo2 = 1018 (30mp/mX30mp/uoy2 em (27) 

N= (lie)9/~/G9/~m3/2uo3 = Hl}76(30mp/n)3/2(30mp/uoY (28) 

Note that M is of the order of 1011 solar masses, R is of the order of a light 
year, and N is two or three orders of magnitude larger than the bay ron num
bers of a large galaxy. 

4. Origin and Early Evolution of Soliton Stars. 

To summarize, soliton binding is very different from that in ordinary 
stars, where gravitational force is the dominant source of binding. Soliton 
stars are bound by the surface tension found at the interface between the 
degenerate vacuum and the ordinary vacuum, and the importance of gravita
tional force is usually secondary (unless the mass of the soliton star is very 
large). Therefore it is quite inconceivable that soliton stars can be formed in 
the gravitational collapse process. Most likely, soliton stars are created with 
the universe during the inflationary epoch. Prior to the inflationary epoch 
the universe is dominated by a degenerate vacuum state that bears a similari
ty to the degenerate vacuum state of the soliton stars. During the inflation
ary phase, the degenerate vacuum state decayed and evolved into the current 
universe. A theory accounting for the genesis of soliton stars in a second
order transition in the early Universe has been proposed7, and it has been 
found that for a large range of parameters, non-topological solitons can be 
cosmologically significant, contributing a significant fraction of the present 
mass density of the Universe. 

Independent of the origin of soliton stars, the main purpose of this 
work is to explore the observational consequences of soliton stars, if they 
exist. 

Assuming the existence of soliton stars, we now explore their composi
tion and early evolution properties. As shown by Lee and Pang5, the mass of 
particles inside a soliton star would be modified by the Higgs field to be 
nearly zero. Now consider a hadron, such as a proton, moving from the 
ordinary vacuum into an the abnormal vacuum, the interior of a soliton star. 
Upon crossing the boundary into the abnormal vacuum, the effective mass of 
the proton, mp· becomes essentially zero. In a bound system the binding 
energy is proportional to the mass of the constituent particles; if the mass of 
the constituent particles vanishes. the binding energy will vanish and the 
bound state will disappear. An analogy is found in the binding of an electron 
in an atom: the binding energy of the K-shell electrons is roughly ~IX2meC2 
where IX is the fine structure constant and me is the electron mass. When me 
vanishes the binding energy also vanishes. 

Thus a proton crossing from an ordinary vacuum into an abnormal 
vacuum will disintegrate into quarks (the most elementary particle known). 
whose effective mass is also modified by the Higgs field to become very close 
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to zero. The equilibrium between protons and quarks man be considered as a 
reversible reaction taking place across the interface: 

p(outslde) .... p'(jnslde) + A£b, A£b= mpc2 (29) 

p' .. 2 u + d - A£,/, A£,:/ = 0, (30) 

where ilEq ' is the binding energy of the proton with respect to its quark con
stituents Inside a soliton star, and is very close to zero. 

The equations that governs the equilibrium between a proton outside a 
soliton star and quarks inside are: 

/-tp + m/ = 2 /-tv. + /-td (31) 

where /-t is the chemical potential for 
Uo==mpc'7/kT, the expression for /-t for a 
species a is gi ven by: 

No. = No exp(/-ta/kT) UO- 3 H(Uo) exp 

and H( s) is a function given by: 
00 

H(s) = J t2 exp _(~e+s2 - s), dt 

and we have:0 

the particle specified. Defining 
nondegenerate gas of the particle 

(32) 

(33) 

H( s) 2, s ""' 0, T -> 00 (relativistic) 

H(s) -. .n S3/2, s 00, T -+ 0 (nonrelatlv/stlc) (34) 

Eqs.(31) and (32) then yield a relation between the equilibrium compositions of 
p, u, and d: 

Np /Nd3 = NO- 2 exp (-Uo) U0 7 •5 (35) 

Since the effective mass of the quarks is nearly zero, their number densities 
are roughly given by black body radiation law, i.e., 

Nu """ 1.8 No U O- 3 = 0.3 aT4/kT (36) 

Then we have (the superscript (e) is added here to denote equilibrium composi
tion) : 

(37) 

If the actual proton number density Np is less than the equilibrium density, 

N~l, then an equilibrium configuration will require all available quarks u and d 
to revert to protons, and vice versa. 

The proton number density in our universe can be obtained from cosmo
logical models. Despite uncertainties in cosmological models, the proton num
ber densities Np in our universe in relation to the temperature can be estima
ted to within a factor of 5 from the following equation (which is obtained 
from a cosmological model that yields the present densities of particles and 
temperature): 

Np = 10""7 T3, T= 1010 C 1/ 2 (38) 

Numerically N~) > Np at temperatures >Tr = 4.1011 K. On account of the 
strong exponential factor of Eq.(37), this crossing temperature is rather in
sensitive to details of cosmological models. Note that the above treatment 
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applies to all particle species which arc composed of quarks. 

We thus conclude that the equilibrium configuration prohibits the entry 
of hadrons into soliton stars during early epochs wh<;lll the temperature of lhe 
universe is 2:: Te. During this stage soliton stars expands with the universe 
and their interior is composed of quark pairs in equilibrium with radiation. 
The temperature of soliton stars is essentially the same as the universe. 
However, at temperatures below To, th.~ equilibrium configuration is rever::;ed 
and protons (and other hadrons) can enter a soliton star. The rest energy of 
hadrons is converted into thermal energy and the temperature of the soliton 
star can be different from the universe. In fact, this heating can drastically 
increase the temperature of soliton stars. It is also conceivable that a large 
number of baryons in our universe could have been irreversibly locked inside 
soliton stars and their rest energy is almost totally converted into radiation. 

S. Energetics and Radiations. 

The effective mass of quarks inside soliton stars is very small. Since 
the effective mass appears directly in the Dirac equatIOnS, the 'classical elec
tron radius' of quarks (inSIde soliton stars) r'l is determmed by the effective 
mass, and could be very large. Indeed, from the mass to particle number ratio 
of soliton star models it may be concluded that the effective mass m* is at 
least 100 times smaller than the electron mass, me.. This causes the opacity of 
quark matter inside soliton stars to be very large. In normal stars a very 
large opacity will reduce luminosity. However, since the effective ma~s m* is 
small, the pair creation temperature Tp = m"c~/k is also small and at tempera
tures T » T p the internal energy is chiefly m the form of quark pairs in equi
librium with radiation. The annihilation radiation from the surface within 
one optical depth may escape and be radiated away, independent of opacity. 
The energy source of the emitted radia tion is contained within the photo
sphere. This radiation mechanism is very di.fferent from that of ordinary 
stars, where the energy source is in the deep interior ana through radiation 
transfer or Gonvedion the thermal energy is brought to the surface and 
radiated away. This radiation mechanism makes the radiation rate of soliton 
stars independent of opaci ty. Indeed, the photosphere literally radiates itself 
away. As a good apprOXimation, the surface temperature of a soliton star may 
be assumed to be the same as its interior. 

Let T be the temperature of the soliton star, R be its radius, and M be 
its mass, then the luminosity L (up to the Eddington's limit) is given by: 

L .~ 4" (7 T4 R2 (39) 
Since the radiated energy comes from the mass energy of the star, the mass M 
decreases with time. As mass decreases, the charact~ristics (such as Rand T) 
also changes with time. An evolutionary sequence can be constructed once the 
initial conditions are given. 

6. Model Calculations. 

Lee and Pang's work deals with fermion soliton stars. As discussed pre
viously, soliton stars composed of quark::; belong to this category. In realistic 
models, during evolution protons will enter soliton stars carrying an equal 
number of electrons. While the mass of the proton is modified by the Higgs 
field, the mass of the electrons is not modified. Indeed, electrons will become 
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the most massive particle inside such soliton stars. In fact, since the coupling 
constant between the electron and the Higgs field is zero, the equations of 
structure is different from Eqs. (24) and (25). Soiutions of complebly diffe
rent character from that of Lee and Pang are obtainedB • 

The solutions obtained by Lee and Pang are exactly applicable to soliton 
stars with an equal number of quarks and antiquarks (with a zero net quantum 
number) with negligible electron pairs. Their solutions are therefore 
applicable to soliton stars whose temperatures are less than the electron pair 
creation temperature (,""" 7 . 109 K), so that electron pairs will not contribute 
much to the mass, while the temperature is not so low that the ma::;s 
associated with electrons are negligible. Figures 1, 2, and 3 show respectively 
the time evolution of the temperature, the luminosity and the radius. In the 
solutions shown a scaling factor r; is put to unity and the luminosity is set to 
the Eddington limit. Note that in this idealized model (with no net quantum 
number) the temperature increases with time while the luminosity decreases 
with time. As we discussed above, the applicability of this model is possibly 
limited to early evolution of soliton stars. Nevertheless, it is seen that the 
temperature of soliton stars is of the order of 1 keV with a luminosity 
corresponding to the Eddington limit. 

Work is in progress to include the effects of electrons inside soliton 
stars8 • 
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Figure 1. Evolutionary tracks of the luminosity L of soliton star!:>. 
Plotted here is 10glO(L) vs. time t. The unit of luminosity L is 
roughly 1019 LO and the unit of time is approximately 1016 

second!>. 
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Figure 2. Evolutionary track of the surface temperature. Plotted here 
is /0910(T /To) vs. time t, where To = 2.3 . uli K and t has 
the same unit as in Figure 1. 
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Figure 3. Evolutionary track of the radius R. Plotted here is 1091O(R/Ro) 
vs. time t, and Ro = 8· 10'8 em. t has the same unit as in 
Figure~ 1 and 2. 
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7. Discussions. 

In this paper we discussed the possible evolution of soliton stars. The 
models used do not contain electrons, thus the applicability is limited. How
ever, it seems that the life times of soliton stanl as X-ray emitters are 
rather short, around a few times 109 years, thus they would be seen at large 
red shifts with Z,." 4. It is possible that they might account for the 
unexplained cosmic X-ray background. Further work on the role played by 
electrons will be needed to make a more conclusive statement regarding the 
applicability of soliton stars to the explanation of the cosmic X-ray 
background. 
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IV. BIRTH AND EVOLUTION OF NEUTRON STARS 



STELLAR EVOLUTION AND THE FORMATION OF NEUTRON STARS IN BINARY SYSTEMS 

E.P.J. van den Heuvel 
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University of Amsterdam 
The Netherlands 

ABSTRACT. Mechanisms for the formation of neutron stars in binary 
systems are reviewed. In close binary systems, stars in the (zero-age) 
mass range ~ 10 to > 40 M0 are expected to leave neutron stars as 
remnants. In wide binaries and for single stars the lower limit is re
duced to about ~ 8 M0 • The precise value of the lower limit depends on 
various input parameters, especially on the treatment of convection. 

Accretion-induced collapse (AIC) of a white dwarf of suitable mass 
and chemical composition is a second viable mechanism for the formation 
of neutron stars in binary systems. Evidence is summarized indicating 
that in the wide radio pulsar binaries and wide low-mass X-ray binaries 
the neutron stars may have formed by AIC. 

1. INTRODUCTION 

We will not extensively review here the evolution of single stars 
up to their final evolutionary stages, as there are many up to date 
reviews on the subject (e.g.: Arnett 1978 un; Woosley 1987; Trimble 
1982/ 1983; van den Heuvel 1987a) to which the reader is referred. Only 
a brief summary of the evolution of single massive stars is given, in 
section 2. 

Section 3 is devoted to the evolution of binary systems leading to 
the formation of compact objects, and to the final evolution of X-ray 
binaries and the formation of binary pulsars. For further reading we 
refer to Lewin and van den Heuvel (eds. 1983), van den Heuvel and Habets 
(1985) and van den Heuvel (1986, 1987a,b). 

2. THE EVOLUTION OF SINGLE STARS 

In order to understand in which mass ranges compact stars (neutron 
stars or black holes) are expected to be formed/ one should consider the 
evolution of the physical parameters of the stellar core. 

Figure 1 depicts the evolutionary tracks of the central density and 
temperature of stars of various masses (cf. Trimble 1982). We will 
briefly describe the evolution of stars in the various mass ranges that 
are relevant for our subject. 
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2.1. The carbon flash and carbon deflagation "Supernovae" 

Only above 8 Me carbon is ignited sufficiently close to the 
boundary with the non-degenerate region that the star can avoid the 
carbon flash. 
All evidence suggests that in stars of lower mass in the carbon flash 
sufficient energy is generated to disrupt the entire star in a so-called 
carbon-deflagration supernova (Mazurek et al. 1974, 1977). The stellar 
material is converted into Ni56 which decays in 120d to Fe56 • A carbon
deflagration SN may well be identified with a type I SN as both the 
liberated energy (~ 1051 ergs) and expected shape of the lightcurve fit 
the observations (cf. Chevalier 1981, 1985). 
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Figure 1. Stellar evolution in the central-temperature - central
density plane after Trimble (1982). Dotted lines show loci of ignition 
(energy liberated exceeds energy lost by neutrino production, etc.) of 
helium, carbon, neon, oxygen, and silicon fuels. Double dashed line 
separates non-degenerate from degenerate conditions. Dashed lines mark 
off regions of instability due to electron-position pair production and 
photodisintegration of iron (upper left) and electron capture and rela
tivistic instabilities (far right). Solid lines are the (slightly 
simplified) evolutionary tracks for stars of 1.5, 3, 7, 8-12, 25-30, and 
200 ~. Collapse triggered by e± production gives way to collapse 
triggered by photodisintegration at about 100 Me; photodisintegration of 
iron gives way to electron capture on lighter elements near 12 Me. 
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2.2. Competing effects in the 3 - 8 Me region: mass loss; evidence from 
white dwarfs in clusters 

When they are approaching C-ignition, stars in this mass range are on 
the Asymptotic Giant Branch (AGB) appearing as bright red giants (Iben 
and Renzini 1983). Such stars lose much mass in the form of stellar 
winds. White dwarfs have been found in galactic clusters that still 
contain stars as massive as 5 - 6 M0 (Romanishin and Angel 1979; Koester 
and Reimers 1985). This indicates that stars as massive as at least 6 M0 
still terminate life as a white dwarf, i.e. are apparently able to shed 
their envelopes in the AGB phase before carbon violently ignites. This 
confines the possible mass range for carbon deflagration "supernovae" of 
single stars to at most 6 - 8 M0 • Possibly the peculiar Type I 
supernovae, which are always found in HII regions, are carbon
deflagration supernovae arising from stars in this mass range. 

2.3. The fate of stars more massive than about 8 M0 

In the mass range between 8 and 10-12 M0 , C-ignition is non-violent, but 
the O-Ne-Mg core which is formed degenerates. Here, however, after fur
ther fuel ignition the treshold for electron-capture is expected to be 
crossed (see figure 1). This causes the onset of core collapse, as the 
removal of electrons causes the pressure of the electron-degenerate gas 
to drop. At time of the collapse the iron-element core is relatively 
small (~ 0.6 M0 , cf. M~nchmeyer and MUller, this volume). 
For stars more massive than ~ 10 - 12 M0 an iron core of M > 1.2 M0 is 
formed which collapses as a consequence of the iron-helium transition 
(see figure 1 and M~nchmeyer and MUller, this volume). 
Thus, for M > 8 M0 , stars are expected to leave neutron stars as rem
nants. At masses > 100 M0 stars are expected to undergo an e± pair-pro
duction collapse, which might cause complete disruption of the star (see 
figure 1). 

2.4. The evolution of helium stars 

As the evolution of the helium core in post main-sequence stars is prac
tically independent of the presence of a hydrogen-rich envelope, it is, 
for the study of the final evolution, practical to study only the evolu
tion of this core. The results of recent studies of helium stars by 
Habets (1985, 1986a) are shown in figures 2 and 3. Figure 2 shows the 
interior evolution of a helium star of 3.2 M0 which corresponds to a 
hydrogen star of about 12 M0 • The figure shows that the heavy-element 
core formed in the star has a mass of 2.2 M0 and will therefore 
certainly collapse to a neutron star. 

Figure 3 shows the evolutionary tracks for helium stars with masses 
2.0 - 4.0 M0 in the radius vs. core-mass diagram. C denotes C-ignition. 
The figure shows that in all helium stars with masses ~ 2.2 M0 the 
heavy-element core becomes larger than the Chandrasekhar mass, such that 
these stars are expected to leave neutron star remnants. Table 1 
summarizes the above described expectations for the types of remnants 
from main-sequence stars of various masses. 
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Due to uncertainties in the effects of convection and of semi
convection (see, for example, castellani et al. 1985) an uncertainty of 
about 20 per cent in the mass boundaries in table I cannot be excluded. 

TABLE 1. Types of final evolutionary products expected as a function of 
stellar mass. 

He core mass 

1.9 - 2.2 (3.0)M0 

~2.2 (3.0) M0 
~60 M0 

3.0 

6 5 

Main-sequence mass 

He 

8 10 (12 )M0 

,,10 (12) M0 
,,100 M0 

4 3 

'0'0911Ifino,-I.vo, }/yr} 

Final product 

C-flash (disruption?) 
or CO-white dwarf 
degenerate O-Ne-Mg 
core 
Ne-ignition/collapse 
collapse of iron core 
pair-creation 
instability (No remnant?) 

He 
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II 
\ Carbon· burnmg 

convt'ctlvt' shE'll 

Neon-burning 
convectivE' 
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Figure 2. The interior evolution of a helium star of 3.2 M0 up to neon 
ignition, as calculated by Habets (1985, 1986a). Convective regions are 
hatched, semi convective regions doubly hatched. The dashed and dotted 
lines indicate the regions of maximum energy generation in the helium 
burning shell and in the carbon-burning shell, respectively. These 
dashed and dotted lines are expected to be the boundaries of the c-o and 
O-Ne-Mg cores, respectively. 
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3. FORMATION OF NEUTRON STARS IN BINARY SYSTEMS 

3.1. Introduction 

Before discussing the various ways in which binary systems can evolve to 
produce neutron stars we briefly review in section 3.2. the observed 
characteristics of the various types of binary systems that contain neu
tron stars. In the subsequent section we review the evolution of close 
binary systems and the types of compact remnants that may be left at the 
end of the evolution. 

3.2. Types of Binaries that contain Compact Stars 

Three broad categories of neutron-star binaries are known, as follows. 
(i) The Massive X-ray Binaries (MXBs) in which the companion of the 

neutron star has a mass Ms > 8 - 10 Me. For orbital shapes, sizes 
and masses, •. see Rappaport and Joss (1983), Joss and Rappaport 
(1984) and Ogelman (this volume). In most of these systems the x
ray source shows regular pulsations. 

(ii) The Low Mass X-ray Binaries (LMXBs) in which the companion of the 
neutron star has a mass Ms typically < 1.2 Me (the only exception 
is Her X-1 where Ms ~ 2 Me). Orbital periods of a number of 
characteristic systems are listed in table II. Only in three of 
these systems the X-ray source shows regular pulsations. 

(iii) The eleven binary radio pulsars for which the system parameters 
are listed in table III. In the two systems with highly eccentric 
orbits, PSR 1913+16 and PSR 2303+46, the companion of the neutron 
star is most likely also a neutron star (cf. Srinivasan and Van 
den Heuvel 1982; Van den Heuvel 1984; Stokes et al. 1985). In 
other systems the companion is most probably a white dwarf (Van 
den Heuvel and Taam 1984; Van den Heuvel 1984; Kulkarni 1986). 

A few peculiar binary X-ray sources such as SS 433, Cir X-1 and Cyg X-3 
cannot be simply classified in the above scheme, but evidence suggests 
that the first two of these belong to the MXBs (see Margon 1984), and 
Cyg X-3 (P = 4.ah ) may be an LMXB. The special feature distinguishing 
these systems from the others is: an extremely high mass- transfer rate. 

Table II. Some low-mass X-ray binaries with known orbital periods. The 
five systems in the last part of the table have evolved companions. 

Name Porb Name Porh Remark 

1626-67 42 min 2129+47 5.6 h 
2259 - 59 41 mine:) 1659 -29 7.1 h transient 
1916-05 50 min 0620-00 7.8 h transient, K-type spectrum 
1323-62 3h Seo X-I 0.78 d Radio source, opposite radio jets 
1636 - 53 3.8 h Her X-I 1.7 d 1.2s pulsar: A-type spectrum 
1755 - 31 4.2 h 0921 - 63 9.0 d F-giant 
Cyg X-3 4.8h Cyg X-2 9.8 d F-giant 
1254 - 69 4.8 he:) GXI+4 ~ few months 118s pulsar; M6 lIle spectrum; radio source 
1822 - 37 5.3 h 
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Figure 3. The core-mass vs. radius relation 
of helium stars in the mass range 2.0 to 4.0 
Me undergoing C-ignition and neon ignition as 
calculated by Habets (1986a); the 2.9 Me 
helium star was followed till very close 
close to neon ignition the 2.0 Me helium star 
was only followed up to the time at which the 
convective carbon-burning shell reaches the 
centre. The open circles mark the onset of 
either central or off centre convective core
carbon burning (at letter C). The dash-dotted 
curve has been drawn through these circles. 
The horizontal marking between Band C 
indicates the point where carbon burning 
begins in the radiative core. 

Table III. Some important properties of the eleven binary radio pulsars 
and the two single millisecond pulsars together with estimates of their 
surface magnetic field strengths and of the masses of the companions in 
the binary systems. 

Pulsar 
PSR 

log (P If! ) p p 

1937+21 
1957+20 
1855+09 
1953+29 
1831-00 
0820+02 

1.55 16.2 
1.60 
5.4 17.4 
6.1 17.3 

521.0 >16.7 
864.9 15.9 

1913+16 59.0 
0655+64 195.6 
2303+46 1066.4 

1821-24 3.1 
0021-72A 4.5 
0021-72B 6.1 
1620-26 11.1 
2127+12 110.7 

15.9 
17.5 
15.4 

15.3 

log B 
(G) 

8.6 

8.5 
8.6 

<10.9 
11.5 

10.3 
10.0 
11.3 

9.3 

Porb 
(days) 

single 
0.38 

12.33 
117.35 

1.81 
1232.40 

e 
most likely glob. 
compo mass clust.ref. 
(Me) 

<0.001 0.02 2 
1 0.000021 0.2-0.4 

0.00033 0.2-0.4 
<0.005 0.06-0.13 
0.0119 0.2-0.4 

0.32 0.6171 
1. 03 <0.00005 

12.34 0.6584 

1.40 
0.7-1.3 
1.4 

single 
0.2 
7-95 

191.4 
single 

0.33 

0.025 

0.02 

0.35 

M28 3 
47Tuc 4 
47Tuc 4 
M4 5 
M15 6 

Refs.: 1. Taylor and Stinebring (1986); 2. Fruchter et al. (1988); 3. Lyne et 
al. (1987); 4. Ables et al. (1988); 5. Lyne et al. (1988); 6. Wolszcan et al. 
(1988). 
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3.3. Outline of the formation processes of neutron stars in binaries 

The neutron stars in X-ray binaries can either have been formed by 
(i) the direct collapse of the nuclearly exhausted core of an 
(initially) massive star, or (ii) by the accretion-induced collapse of a 
white dwarf in an old binary (a similar collapse might also be triggered 
by the coalescence of two white dwarfs in a very close white dwarf 
binary, cf. Webbink 1980; 1984; Iben and Tutukov 1984). 

The first type of evolution has taken place in the massive X-ray 
binaries. The reason why these systems were not disrupted by the SN ex
plosion that formed the neutron star, is that at the moment of the ex
plosion the star had already become the less massive component of the 
system, as a consequence of a preceding stage of large-scale mass trans
fer (Van den Heuvel and Heise 1972; Tutukov and Yungelson 1973; Van den 
Heuvel 1974). As was shown by Blaauw (1961), the system is disrupted 
only if more than half of the system mass is ejected in the explosion, 
which is not the case here. Figure 4 depicts, as an example, the evolu
tionary history of a typical B-emission X-ray binary (Habets 1985, 
1986b). The various evolutionary stages are described in the figure 
caption. This type of close binary evolution, in which the mass transfer 
starts after the end of core-hydrogen burning, but before helium 
ignition, is called case B (in the terminology of Kippenhahn and Weigert 
(KW 1967), see below). Basically the formation of the massive X-ray 
binaries can be understood in terms of so called "conservative" models 
such as that depicted in figure 4, in which it is assumed that the total 
mass and total orbital angular momentum of the system is conserved 
during phases of mass transfer (i.e. between phases Band C in figure 
4). We refer to reviews available in the literature (Van den Heuvel 
1978, 1981, 1983). The implications of the conservative assumptions for 
the changes in the orbital parameters are dealt with in section 3.8. 

The second neutron-star formation mechanism - by white-dwarf col
lapse - is expected to have taken place in a number of the low-mass x
ray binaries. This is because in the direct collapse of a nuclearly 
exhausted stellar core always a considerable amount of mass is ejected 
(see next section). Taking the effects of the impact of the SN shell 
onto a low-mass companion in a close system into account it turns out 
that it may be difficult in this case to keep a low-mass companion star 
bound (cf. van den Heuvel 1978, 1981). On the other hand, in the 
collapse of a white dwarf not more than - 0.1 M0 (the mass equivalent of 
the binding energy of the neutron star) needs to be ejected, and 
disruption of the system is in general not expected. We will now 
consider these two ways for neutron-star formation in binaries in more 
detail. 

3.4. Types of close binary evolution 

The type of remnant that is produced by close binary evolution, depends 
on the initial primary mass, mass ratio and orbital period. Figure 5 de
picts the three main types A, Band C of close binary evolution as de 
fined in KW 1967, as explained in the figure caption. 
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Figure 4. Conservative evolutionary scenario for the formation of a Be
X-ray binary out of a close pair of early B stars with masses of 13.0 M0 
and 6.5 M0 • The numbers indicate mass (M0 ). After the end of the mass 
transfer the Be star presumably has a circumstellar disc or shell of 
matter associated with the rapid rotation (induced by the previous 
accretion of matter with high angular momentum; cf. Habets 1986b). 

Case Band C are statistically most common among the known unevolved 
close spectroscopic binaries. case A is relatively rare. 
The critical orbital period which separates the cases A and B, and Band 
C, respectively, depends on the initial mass of the primary star M1, and 
(slightly) on the initial mass ratio. Figure 6 depicts the combinations 
of orbital period and primary mass for which the cases A,B and C occur, 
for an initial mass ratio unity as derived from Iben's evolutionary 
tracks (partly after Webbink 1980). 

In what follows we will mainly concentrate on the results of case B 
evolution, as this case is very common, and its results can be described 
in fairly simple terms. Later on we will extend the discussions also to 
case C. 

In case B, after the first phase of mass transfer - which takes 
place on a thermal timescale - only the helium core of the primary star 
is left. Therefore, whether or not the primary star will terminate its 
life as a white dwarf or as a neutron star, can be discussed simply in 
terms of the evolution of helium stars, which has been reviewed in the 
foregoing section. 

The correspondence between helium-core mass and initial (hydrogen
rich) primary mass can be simply expressed by analytic forms such as 

MHe = O. 073 (M 1M ) 1 .42 
1 0 

(van Beveren 1980; for chemical composition X 0.70, Z 

(1) 

0.03) • 
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Case A Case B Case C 

LogTeH 

Figure 5. The three basic cases A, Band C of mass exchange in a close
binary system, as defined by Kippenhahn & Weigert (1967), illustrated on 
the evolutionary track of the primary star in the Hertzsprung-Russell 
diagram. 

3.5. The evolution of helium stars, the occurrence of a second phase 
of mass transfer, and the lower mass limit for neutron-star 
formation in a binary 

Figure 2 shows that after the end of core carbon burning, several 
episodes of carbon-shell burning occur around the growing O-Ne-Mg core. 
The outer radii of helium stars with M > 3.5 Me never become larger than 
a few solar radii, before the final core collapse. Therefore, in a 
binary such stars will not undergo a second phase of mass transfer be
fore they explode as a supernova. 

However, for lower masses the outer radii of helium stars may 
become very large during the late evolutionary stages (Paczynski 1971; 
Arnett 1978). This can be seen in figure 3, based on the calculations by 
Habets (1985, 1986a). (The core mass is defined here as the mass inside 
the helium burning shell). The figure shows that helium stars with M < 
3.5 Me may, in a binary, undergo a second phase of mass transfer (so
called case BB mass transfer, cf. Delgado and Thomas 1979). 

As this reduces their mass, this second mass-transfer phase may 
increase the lower mass limit for neutron-star formation. 

Habets' calculations show that the cores of helium stars in bina
ries with ~e > 2.2 Me will always collapse to neutron stars (also if 
still a case BB mass transfer occurs). This implies that, in a case B 
binary, the initial (hydrogen-rich) stellar mass for reaching collapse 
to a neutron star is ~ 10 Me. For case C and for single stars this limit 
is lower, since in these stars the helium-core mass can still grow con
siderably during the later evolutionary stages, as a consequence of 
hydrogen-shell burning. 

3.6. Types of remnants produced, as a function of initial primary 
mass and orbital period 

Figure 6 schematically represents the various types of remnants of 
primary stars of close binaries that can be produced, as a function of 
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initial primary mass and orbital period, as based on the results of 
Habets (1985, 1986a; cf. van den Heuvel 1983, Van den Heuvel and Habets 
1985). At the top of the figure also the various types of remnants of 
single star evolution are indicated: these are practically identical to 
the remnants of primary stars of case C evolution, with the exception of 
the O-Ne-Mg white dwarfs, which (probably) do not occur for single 
stars. The following points can be noticed in the figure. 
1. For initial primary masses> 10-12 Me (case B), ) 8-9 Me (case C) 
or) 8 Me (single stars), respectively, a neutron star is produced, as 
the mass of the helium core is > 2.2 Me. 
2. For a range in initial primary masses below these boundaries, in the 
cases Band C the remnants are white dwarfs consisting of 0, Ne and Mg 
(products of carbon burning). In case B this occurs for initial primary 
masses approximately in the range 9 (± 1) to 12 (± 2) solar masses. For 
Case C: in the range ~ 8 Me to ~ 9 Me. These white dwarfs are mainly the 
products of the later evolution of helium stars in the mass range ~ 1.9 
- 2.5 Me which lose their envelopes in a second phase - BB or CB - of 
mass transfer. 

SINGLE 
STARS 

P(d) 

10 

10 
PRIMARY MASS 

Figure 6. Classification of expected final evolutionary states of 
primary stars of close binaries as a function of primary mass and 
initial orbital period (for mass ratio 0.5 and X = 0.70). At the top of 
the figure the expected final evolution of single stars is indicated. In 
a subsequent phase of reversed mass-transfer CO white dwarfs may be 
triggered to explode as a type I supernova (complete disruption, see 
Nomoto 1982); old CO white dwarfs with a mass close to the Chandrasekhar 
limit, and O-Ne-Mg white dwarfs may be triggered by accretion to implode 
to a neutron star. 
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(The above mass ranges, as depicted in figure 6, are only approximate, 
as the precise values of the limits depend not solely on the initial 
primary mass and orbital period, but also on the initial mass ratio and 
on the convection theory used; the orbital period and mass ratio 
determine whether or not cases BB or CB of mass transfer will occur, 
which may slightly modify the precise values of the limiting masses. A 
full discussion of the various complicating factors is given in chapter 
IIIc of Habets 1985,1986ab). 

The interesting point in figure 6 is especially the mass range in 
which the remnants are O-Ne-Mg white dwarfs. When single stars produce 
such cores, these are still surrounded by a helium shell and a hydrogen 
envelope, which leads these cores to grow to the Chandrasekhar mass and 
to undergo collapse, leaving a neutron star (cf. Sugimoto and Nomoto 
1980; Nomoto, 1984 a,b, 1987 Hillebrandt, 1984; Hillebrandt et al. 1984, 
and: l~ller this volume). In binaries, the mass transfer (case BB or CB) 
removes these envelopes, such that the cores may stay behind as O-Ne-Mg 
white dwarfs. In the case of reversed mass transfer in a binary these 
white dwarfs may be triggered by the accretion to collapse to a neutron 
star, as was first pointed out by Miyaji et al. (1980) and Sugimoto and 
Nomoto (1980). 

3.7. Conditions for the occurrence of accretion-induced collapse of a 
white dwarf in a close binary 

The reaction of a white dwarf to accretion of matter depends on a number 
of aspects, such as (Nomoto 1982, 1987): 

(i) Composition. C-O white dwarfs will, when their masses increase, 
evolve to degenerate carbon ignition. This is expected to lead to 
a nuclear runaway in which part or all of the white dwarf is con
verted to Ni56 (see section 2.1). Under some circumstances (carbon 
ignition in a shell) a small white dwarf remnant may be left (Taam 
1980 a,b; Nomoto 1982; Labay et al. 1983). Many authors believe 
that this complete or partial nuclear explosion of a c-o white 
dwarf is to be identified with a type I Supernova (see Chevalier, 
1985). 
On the other hand, when D-Ne-Mg white dwarfs grow in mass, their 
core density may grow to the threshold for electron capture, 
leading to an electron-capture collapse and formation of a neutron 
star (see section 2.3). 

(ii),(iii) Accretion rate and Mass. The accretion rate is probably the 
most crucial parameter, as it determines whether or not the white 
dwarf will grow in mass. A full discussion of all the recent work 
on this subject and the uncertainties involved is given by Habets 
(1985, 1986a). 
Brief~9 (though roughly) summarized: at low accretion rates 
« 10 M0 /yr) the thermonuclear (nova-like) flashes in the 
accreted hydrogen are so violent that most or all of the accreted 
matter is expected to be ejected. Only for relatively high 
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-9 -8 accretion rates (> 10 to 10 M0/yr) the flashes are 
sufficiently weak that most of the accreted matter can be 
retained, such that the white dwarf will grow. If it has a 
suitable composition, it may then collapse to a neutron star. This 
is most easily achieved for O-Ne-Mg white dwarfs. 

3.8. Conservative vs. non-:.qQ!l§_~J;:'yat';Y~~_E!Y9~l!tio!}..!_ 

Reasons for the occurence of common-envelope evolution. 

3.8.1. Introduction. So far we have only looked at the final evolu
tionary states of the primary star after it has lost its hydrogen-rich 
envelope. We did not look into what happened to the envelope matter, nor 
what precisely happened with the orbital period. This we will consider 
here. 

Basically two extreme types of assumptions regarding the fate of 
the exchanged mass and orbital angular momentum can be made: (a) "con
servative" evolution, where it is assumed that all mass lost by the one 
star is captured by the other and also the total orbital angular momen
tum is conserved, and (b) highly non-conservative evolution, in which 
all of the envelope mass lost by the star is ejected from the system. We 
will first consider the implications of the conservative assumptions, 
and from this derive under which circumstances these assumptions are 
expected to apply. 

3.8.2. Conservative evolution. 
(1) Changes in orbit during the mass transfer. 

The assumptions of conservation of total mass 
M 1 + M2 = M = const. (2) 

and total orbital angular momentum J, given by (for circular 
orbits) : 

a (3) 

imply that the orbital radius a changes in the conservative case 
according to the relation 

L= 
a 

o 
(4 ) 

where sub- and superscripts zero indicate the initial situation. 
Eq. (4) in combination with (2) implies that if mass is transferred 
from the more massive to the less massive component, the orbit 
shrinks whereas in the opposite case the orbit expands. 
The Roche-lobe radius is given by 

(5 ) 
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(Eggleton 1983), where q = M,/M2 • 

Figure 7 depicts how the Roche-lobe radius of the initially 
more massive star changes during conservative mass transfer as a 
function of the mass M, of the mass-losing star. Until a mass ratio 
M,/M2 = 0.85 is reached (for decreasing M,) r L decreases. For M,/M2 
< 0.85 it increases again. 

The change in orbital parameters during the mass transfer can, 
for example, be seen in figure 4, where the conservative mass ex
change of a moderately massive close binary system is depicted (be
tween the phases B and C). 

(2) Phases in the evolution of a binary system and their timescales. 
The large reduction of the Roche-lobe radius of the more massive 
component during mass transfer from this star to its companion, as 
depicted in figure 7, leads to a highly unstable situation, for the 
following reason. 
We first consider stars with radiative envelopes. When mass is 
taken away from the star both its hydrostatic and thermal equili
brium are disturbed. It will immediately - on a dynamical timescale 
- restore its hydrostatic equilibrium. But, to restore its thermal 
equilibrium requires roughly a thermal timescale. 
Important is here, that the thermal equilibrium radius - i.e. the 
radius which it reaches after its thermal equilibrium is restored -
does not decrease very much when its mass M, decreases. This is de
picted by the Re curve in figure 7. 

The figure shows that for decreasing M, the Roche-lobe radius 
r L can only become larger again than the thermal equilibrium radius 
if M, has become considerably smaller than M2 , i.e. when the mass 
ratio of the system has been reversed. 
Since stars with radiative envelopes at first become smaller when 
mass is taken away from them, but then begin to expand on a thermal 
timescale to restore their thermal equilibrium, the timescale of 
the mass transfer in systems with such primary stars is: the ther
mal timescale. 
From the above we conclude that the following phases occur in the 
evolution of a close binary in which the envelope of the primary is 
in radiative equilibrium (see figure 7, after Paczynski '970): 
a. When neither of the two stars fills its Roche lobe, both stars 

gradually expand on an nuclear timescale. 
b. When the primary star begins to overflow its Roche lobe, a phase 

of rapid mass transfer occurs, on a thermal timescale, leading 
to reversal of the mass ratio. 

c. After restoration of the thermal equilibrium, the (now less mas
sive) primary further evolves on a nuclear timescale. If it is a 
helium star, it will not even fill its Roche lobe, unless case 
BB mass transfer occurs. If it still has a hydrogen-rich enve
lope and fills its Roche lobe, its radius will gradually expand 
on a nuclear timescale, leading to stable mass transfer on a 
nuclear timescale since now the Roche lobe expands when the star 
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loses mass. 
The system of figure 4, and the massive (M 1 > 10 Me) close binaries 
in general, are good examples of the conservative evolution in the 
above-described way. This can be seen from figure 6, where the con
vective boundary is indicated by the dashed line. 

Figure 7. Variation of the thermal-equilibrium radius Re of the primary 
component and the radius of its Roche lobe r L during the mass transfer 
from the primary to the secondary. Only after the primary has become 
less massive than the secondary will r L begin to increase. Consequently, 
equilibrium is not possible before the primary has lost so much matter 
that is has become the less massive component (after Paczynski 1970). In 
stages 1 and 3 the star is expanding on a nuclear timescale, in stage 2 
it is transferring mass on a thermal timescale (the envelope of the pri
mary is assumed to be in radiative equilibrium). 

3.8.3. Breakdown of the conservative ass~ions;~he formati~~_~ 
Common Envelope. 

The conservative assumptions are expected to be a good approximation 
only if: 
a. the mass ratio M2/M1 is not too different from unity, i.e. > 0.4 -

0.5. 
b. the envelope of the mass-losing star is in radiative equilibrium. 

If either of these conditions is not fulfilled one expects that the 
secondary star will be unable to accept most of the matter transferred 
to it, and will itself rapidly expand to overflow its Roche lobe. The 
result is that the transferred matter will form a Common Envelope (CE) 
around the system in which both stars are embedded. 

The reasons for the formation of such a common envelope have been 
described extensively elsewhere and will not be given here (e.g. see 
Paczynski 1976; Ostriker 1976; Webbink 1980; Van den Heuvel 1976, 1981; 
1983; Iben and Tutukov 1984). In the case that the companion has a 
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convective envelope, the reason is the highly unstable character of such 
an envelope. If mass is taken away from it, a convective envelope has a 
tendency to expand on semi-dynamical timescale (a timescale intermediate 
between the thermal and the dynamical timescale, cf. Paczynski and 
Sienkiewicz 1971). 

4. COMMON-ENVELOPE EVOLUTION: THE FINAL EVOLUTION OF MASSIVE X-RAY 
BINARIES 

4.1. Introduction 

The MXBs have very small mass ratios and therefore are typical examples 
of systems that are bound to undergo CE-evolution. CE evolution is a 
very complex physical process which requires detailed 2-D or 3-D hydro
dynamical calculations. Such calculations, in a somewhat simplified 
form, were carried out for the MXBs by Taam et al. (1978), Delgado 
(1980) and by Bodenheimer and Taam (1984), and for the origin of cata
clysmic Variable binaries by Meyer and Meyer-Hofmeister (1979), and 
Livio and Soker (1984 a,b). 

The secondary star which is moving through the envelope of its 
companion undergoes very large frictional drag, causing its orbit to 
rapidly shrink. The orbital energy deposited in the envelope may be 
sufficient to blow off the envelope, such that a very close binary 
system remains, consisting of the secondary star plus the compact core 
of the primary. The very short orbital periods of the binary radio 
pulsars PSR 1913+16 and PSR 0655+64 indicate that these systems must be 
the result of such a type of evolution. The same holds for the 
Cataclysmic Variable (CV) binaries, which are expected to be the 
descendants of wide binaries, consisting of a red giant with a 
degenerate core together with a red dwarf (cf. Meyer and Meyer
Hofmeister 1979). 

4.2. Simplified approach to CE evolution 

We will follow here a simplified approach based on rather simple energy 
considerations (see, e.g., Van den Heuvel 1976; Tutukov and Yungelson 
1979; Webbink 1980, 1984; Iben and Tutukov 1984). 
We assume that the compact star has a mass M1 and the massive star 
consists of a compact core of mass M2f and an extended envelope of mass 

M2e • 
To calculate the maximum orbital period with which the system may 

terminate its evolution, we assume that all of the loss of orbital 
energy is used to expell the envelope (i.e. that the loss of orbital 
energy in the form of radiation is negligible). The numerical computa
tions of Bodenheimer and Taam suggest that this is a good approximation. 

The above assumptions lead to the following equation for the rela
tion between the original and final orbital radii a 1 and a 2 , respective
ly (cf. Webbink 1984): 
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G(M2f + M2e ) M2e 
Aa 1r L 

(6 ) 

where r La 1 denotes the Roche lobe radius of the primary star at the 
onset of the transfer and A is a weighting factor « 1) for the gravita
tional binding energy of core and envelope. Equation (6) yields 

(7) 

With eq. (7) it is simple to calculate the fate of an X-ray binary 
such as, for example, Cen X-3. Assume M1 = 1.4 Me' M2e = 12 Me' M = 4 
Me' In this case: r L = 0.6. We assume A = 0.5 (which is a reasona~le 
approximation since stars are rather strongly centrally condensed). With 
eq. (7) these values result in a2/a1 = 0.0043. With a 1 = 17.8 Re (as for 
Cen X-3) this yields a 2 = 0.077 Re' This value is so small, that it is 
deep inside the 4 Me helium core of the companion of Cen X-3 (this core 
has a radius of ~ 0.4 Re ). 
We therefore are forced to conclude that in Cen X-3 the neutron star 
will spiral down completely into the center of the companion star. (The 
same conclusion was reached by Taam et al. (1978) from 2-D 
hydro dynamical calculations). 

In order to avoid such a complete spiral in, a 2r L must be > 0.5 Re 
which implies that a 1 should have been 13.5 times larger than that of 
Cen X-3, implying an original orbital period> 104 days. 

We thus conclude that the neutron stars in all the "standard" 
massive X-ray binaries, (which have orbital periods ( 42 days) will end 
up in the center of their companion stars. 

Only for very wide systems, such as some of the B-emission X-ray 
binaries, such a fate can be avoided, and a binary system can remain, 
consisting of a helium star plus a neutron star, in a circular orbit. 
This may for example be the case for 4U1145-61 which has an alleged 
orbital period of 117d (Bradt and McClintock 1983), and for X Persei, 
with P = 587d days. Figure 8 depicts these two types of results from CE 
evolution of MXBs. 

4.3. Constraints on the initial system parameters of PSR 1913+16 and 
PSR 2303+46 

Helium stars more massive than ~ 3.5 Me do not expand very much during 
their further evolution, and will finally explode as supernovae. 
It, in such an - assumedly symmetric - explosion more than half of the 
system mass is ejected, the system will be disrupted, producing two run
away pulsars, as depicted in figure 8b. For a neutron star mass of 1.4 
~ this occurs for helium star masses > 4.2 Me' 

In PSR 1913+16 and PSR 2303+46 the mass of the helium star must 
thus have been less than 4.2 Me' and aSSuming a spherically symmetriC 
explosion, it is simple, from the presently observed orbital eccentrici
ties of these systems, to calculate the mass of the helium star progeni
tor of the last-formed neutron star in the system (van den Heuvel 1987a). 



al FINAL EVOLUTION OF A CLOSE 
MASSIVE X-R"Y BINARY 

~NEUTRON 

~.:: STAR 111 
16M. 1.4M. 

121 

.... ~ 
I \ ~.\ 

;;e ,a" 

~ 
131 

• 

1:1, 
~IT<100d 
ONSET OF 
MASS TA.b.NSFER 

t:t1+ 10Jyr 
SINGLE 
'Tt«lRNE-<:YTKOW 
STAR IRED 
SUPERGIANTI 
VERY STRONG 
STELLAR WIND 

I. t,.ll -51.,0' yr 
SINGLE 
NEUTRON STAR 
with 

WEAKHAGNETIC 
AELD AND 

lOW SPACE 
VELOCITY 

bl 

, 

FINAL EVOWTION OF A WIDE 
MASSNE (B-emissionIX-RAY BINARY 

104M" 

III lot, 
~RB!T ::.100d 

ONSET OF 
MASS TA.b.NSFER 

121 t = t, • 'trlyr 
POR8lT ( lDOd 

COMKlN -ENVELOPE 
PHASE; L "RGE 
MASS LOSS FROM 
ENVELOPE 

1~.:.14 131 t et,.'0"_105yr ;1 .. c.o : \ P :""to .Id 
.. ~!,:RON ORBIT 

~
CONO ____ _ 

SUPERNCNt. It Hi' 16 M,,' 

IfM,o;8Mo lie : Mco ... ,"42M .. 
Mco:,." 2M., I '.1.4 I • 

• I old young 1.4,1.4 
SECOND : ~utron nNlron l , YOU1)!j 
SPIRI<L-IN , ar slar I neutron 

• , (BINARY RAOIO I olJ/ star 
<1.401.4 .... " PULSAR) J ':iarron 

while • ~rcirtron'" ............ (SYSTEM DISRUPTED) 

dwarf 

539 

Figure 8. Final evolution of massive X-ray binaries. a. Short-period 
systems (Porb < 100d ) are expected to evolve towards c~alescence during 
the second phase of mass transfer, leading to a so-called 'Thorne
Zytkow' star, a red supergiant with an accreting neutron star in its 
center. Due to its very large wind mass loss, this star loses its entire 
mantle within a few million years, leaving a single old neutron star 
with a low space velocity (the velocity of the original MXB). £.. Wide 
systems (P > 100d ) leave very close binaries consisting of the old neu
tron star plus the core of the companion (Cygnus X-3 may be an example). 
If M2 was < 8 M0 , no second SN will occur and a close binary radio 
pulsar with a white dwarf companion in a circular orbit remains. PSR 
0655+64 may have formed in this way. If 8 < M2/M0 < 16, the core ex
plodes as a supernova but has a mass < 4.2 M0 such that a bound binary 
radio pulsar with an eccentric orbit will remain, conSisting of two neu
tron stars. PSR 1913+16 and PSR 2303+46 must have formed in this way. If 
M2 > 16 M0 , the core mass is so large that the system is disrupted in 
the second supernova and two runaway pulsars are formed. (If their orbi
tal period is < 12 hours, systems such as PSR 0655+64 will evolve to
wards coalescence leading to the formation of a single rapidly rotating 
pulsar with a low space velocity. This is one possible way to form a 
single msec pulsar, cf. Bonsema and van den Heuvel 1985; see however, 
also section 5). 

As a result one finds for PSR 1913+16 a mass of the exploding 
helium star of M1° = 3.16 M0 , and an orbital period at the time of the 
explosion of P = 1.45hr (a = 1.08 R0 ). For PSR 2303+46 these values o 0 • 
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become M1° = 3.29 M6 and Po = 1.92 days (ao = 10.9 R®). 
If we assume these M1° values to correspond to helium core masses, the 
progenitors of both stars must have had masses ~ 12 M®. 
Adopting this mass and applying eq. (7) with A = 0.5 we find a 1/a2 
161.4 for PSR 1913+16 and a 1/a2 = 152.8 for PSR 2303+46, yielding 
original orbital separations and periods for these systems of a 1 = 0.81 
AU, P = 72.3 days for the progenitor of PSR 1913+16 and a 1 = 7.71 AU, P 
= 5.84 yr for the progenitor of PSR 2303+46. 

The progenitor of PSR 1913+16 closely resembles one of the wider 
B-e X-ray binaries, such as 4Ul145-61. The progenitor of PSR 2303+46 
must have been a system resembling the C Aurigae and VV Cephei binaries. 

Like PSR 1913+16 and PSR 1953+29 this pulsar combines a very short pulse 
period with a relatively weak magnetic field, which strongly suggests 
that it is "recycled" pulsar, i.e.: that it has been spun up by accre
tion of matter from its companion (see Van den Heuvel 1984, and Taylor, 
this volume, for details). The perfect circularity of the orbit 
indicates that no second supernova explosion took place, and indeed the 
conpanion has been found to be a white dwarf (Kulkarni 1986). 

The evolution of this systems must thus have been very similar to 
that of PSR 1913+16 and PSR 2303+46, the only difference being that its 
companion had a lower mass, i.e. below ~ 8 M®. 

Figure 8b (left-hand part, after Van den Heuvel and Taam 1984) de
picts the evolutionary history of this system. 
Assuming a present neutron star mass of 1.4 M®, a present companion mass 
M2f of 0.8 M0 and an original companion mass of 5 M®, one obtains with 
eq. (7) an original orbital period and separation of 2.50 yr and 3.43 
AU, respectively. 

Like the progenitor of PSR 2303+46 this system again shows a close 
resemblance to the C Aurigae binaries. 

5. LOW-MASS X-RAY BINARIES 

5.1. Mechanisms driving the mass transfer 

As the winds from low-mass stars are never very strong (except perhaps 
when the stars reach the asymptotic red giant branch) in general mass 
transfer by Roche-lobe overflow is required to power these strong 
sources. 
As the companion is less massive than the neutron star, the mass 
transfer will be stable as it leads to an increase in orbital separa
tion. (The only exception is Her X-l, where the companion has M ~ 2 M0 ; 
here beginning atmospheric Roche-lobe overflow can power the source for 
several million years before it reaches the Eddington limit, cf. 
Savonije 1983a). 
There are two mechanisms by which Roche-lobe overflow in low-mass 
systems can be driven (cf. Savonije 1983a): 
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(i) Angular-momentum losses by gravitational radiation (possibly 
supplemented by "magnetic braking" (cf. Verbunt and Zwaan 1981». 
These losses cause the orbit and the Roche-lobe to gradually 
shrink, thus inducing the companion to transfer matter. 
As the characteristic timescale for orbital decay by gravitational 
radiation (GR) losses is given by (cf. 8avonije 1983a): 

7 
4.10 yr (8 ) 

this mechanism will only be of importance in systems with Porb 
~ 10h, since only in such systems tGR is smaller than the Hubble 
time (for M1 ~ M2 ~ = 1, in solar units). 
Table II shows that most of the known low-mass systems belong to 
this category. 
The most extensive analysis of the combined effects of GR losses 
and magnetic braking for the driving of the mass transfer in low
mass systems was given by Rappaport et ale (1983). As an example 
figure 9 shows the mass transfer rate and the variations of the 
orbital parameters with time for a system with an initial 
companion of 1 M0 , and magnetic braking according to the Verbunt 
and Zwaan (1981) formulation (cf. 8avonije 1983a): 

(9 ) 

where M1 , R1 , W1 denote the mass, radius and rotational (= 
orbital) angular velocity of the companion, and k its radius of 
gyration. The constant f has to be determined from observations 
and ~s about 1.7. 
The M-profile as a function of time in Figure 9 is characteristic 
for systems in which these angular momentum losses drive the mass 
transfer. One observes from the figure that although mass loss 

-8 rates> 0.5 x 10 M0/yr can be reached for a short interval of 
time (~ 2.10 7 yrs), during most of the time (~ 109 yrs) the system 

-10 -9 has ~ in the range 10 to 10 M0/yr. It should be noticed that 
although GR losses are not important for P > 10h, magnetic braking 
may still be important for orbital periods up to about 2-4 days. 
This does require, however, the low-mass companion to have a 
radius close to that of its Roche-lobe, implying that it must be 
an evolved star. 

(ii) Internal nuclear evolution of the companion star is the only 
mechanism that can drive the mass transfer in low-mass systems 
with Porb > 0~5 (since unevolved stars with M < 1.4 M0 cannot 
overflow their Roche-lobes in such systems). As mentioned in 
section 3.2, in systems such as Cyg X-2 ~ b= 9~8), 28 0921-63 

d or 
(Porb= 9.0), and even in Sco X-1 (Porb= O. 8) the companion stars 
are evolved low-mass stars. 

The evolution of binaries in which the mass-losing star is a 
low-mass (sub-) giant star was studied by Webbink et ale (1983) 
and Taam (1983). The luminosity in these low-mass (M ~ M0 ) giants 
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of time: upper, total mass (Me) and core mass of the secondary; middle, 
radius and intrinsic bolometric luminosity of the secondary; lower, mass 
accretion rate M onto the neutron star. Mass of the neutron star was 
taken to be 1.3 ~. (e Nature). 
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is generated in a hydrogen-burning shell which surrounds the dege
nerate helium core of low mass (MHe ~ 0.2 - 0.4 Me). During the 
evolution the core mass of the giant grows, and its radius and 
luminosity gradually increase. It is this increase in radius 
which, in a binary system, drives the mass transfer. During this 
transfer the orbit gradually widens, such that at any time the 
stellar radius just equals the Roche-lobe radius. 

Figure 10 represents, as an example, the evolution of a 
binary with an initial orbital period P = 12.5d , an initial mass 

o 
of the giant of 1 Me and of the neutron star of 1.3 Me' calculated 
by Joss and Rappaport (1983). (Such a system will resemble Cyg X-2 
and 2S 0921-63). The figure shows that after a brief initial 
episode. with a mass transfer rate of several times the Eddington 
limit (M Edd : 2.10-8 Me/yr) the mass transfer rate settles at a 
value of ~ 10 8 Me/yr for an interval of about 60 million years. 
During this time the orbital period gradually increases to ~ 120d. 
In the end only the helium core remains, as a 0.31 Me helium white 
dwarf (while at the onset of the mass transfer, MHe was 0.24 Me). 
It turns out that for systems of this type the average mass trans
fer rate depends (for a companion mass Me' Z = 0.02), in first 
approximation only on the initial orbital period, roughly as: 

(10) 

(for other companion masses and chemical composition the relation 
becomes slightly different, cf. Webbink et al. 1983). 
The evolutionary calculations by Webbink et al. (1983) are 
applicable only if the initial orbits are relatively wide (P > 2 
days). For shorter initial periods, in the range 0.5 to 2 days, 
the transfer of mass is driven by a combinatio~ of magnetic 
braking and interior nuclear evolution of the companion. Systems 
like Seo X-1 and several cataclYSmic variables fall in this 
category. Detailed numerical calculations of the evolution of such 
systems, and of the resulting mass-transfer rates, were carried 
out by Pylyser and Savonije (1988 a,b). These show that there are 
two groups of systems: if the initial orbital period is below a 
certain critical value, the system will evolve to shorter orbital 
periods (so-called "converging" systems); if it is larger than 
this critical value, the orbital period will gradually increase 
("diverging" systems). The mass transfer rates in these systems 

-9 -8 tend to be relatively high (10 to 10 Me) and do not strongly 
change in time. 

5.2. The nature of the strong sources in the galactic bulge: neutron 
stars with a low-mass sub-giant companion 

There are about 8 strong X-ray sources (L ~ 1038 ergs/s) in the galac
tic bulge (together with a few dozen weak~r sources, L ~ 1036 - 1037 

x 
ergs/s). Similarly, in the bulge of M31 there are a few dozen very 
strong (Lx ~ 1038 ergs/s) sources. The mass transfer rates in these 
systems are typically of order 10-8 Me/yr. The only viable model for 
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these old-population sources is that of a binary system in which the 
companion star is an evolved low-mass star ("giant"), for the following 
reason (as argued by Webbink et ale 1983). If the systems were binaries 
in which the mass transfer is driven by gravitational radiation losses 
and/or magnetic braking alone, the systems would, according to figure 9, 

-10 -9 spend some 50 times longer at accretion rates between 10 and 10 
-8 / " M0 /yr than at rates between (0.5 - 2) x 10 M0 yr. Consequently, ln a 

steady state one would expect in the bulge of the galaxy some 400 
sources with X-ray luminosities between 1036 and 10 37 ergs/s, whereas 
only a few dozens of such systems are observed. Hence, gravit~tional 
radiation (in combination with magnetic braking) predicts an M -profile 
as a function of time which disagrees with the observations. 

On the other hand, as figure 10 shows, mass transfer from a low
mass sub-giant companion yields a steady high (10-8 M /yr) mass transfer o 
rate for the entire system lifetime. Therefore, it does not predict a 
large population of weaker sources. This is a very strong argument in 
favour of the low-mass sub-giant model for the bulge sources. Thus, one 
expects the strong bulge sources to be systems typically resembling Sco 
X-l, Cygnus X-2 and 2S0921-63. 

5.3. Relation between the wide binary radio pulsars with low-mass 
companions and X-ray binaries with a low-mass giant component; 
evidence for accretion-induced collapse of old white dwarfs 

The orbital characteristics and companion masses of the wide radio 
pulsar binaries PSR 0820+02, PSR 1953+29, PSR 1855+09 and PSR 1620+26 
(see table III) very closely resemble those "of systems that result from 
the evolution of wide low-mass X-ray binaries considered in the 
foregoing section, as depicted in figure 10. This was noticed by Joss 
and Rappaport (1983), Savonije (1983b) and Paczynski (1983). 

One paradoxical thing with PSR 0820+02 is, however, that its 
neutron star must be younger than ~ 10 7 - lOB yrs (since surface ma1ne
tic fields of neutron stars decay on a timescale of < (5 - 10) x 10 yrs 
(Lyne 1981; Lyn~ et ale 1985», whereas this system itself must be 
older than 5.10 yrs. The latter follows from the fact that the low-mass 
companion, which must have started out with Ms < 1.2 M0 , has already 
terminated its evolution and has become a helium white dwarf of 0.2 -
0.4 M0 (see table III). For stars with M < 1.2 M , this requires over 

9" 0 
5.10 yrs. Thus: we have an old binary that contains a young neutron 
star. 
The only way out of this paradox is that the neutron star in this system 
was formed recently - during the mass-transfer process itself - by the 
accretion-induced collapse of a white dwarf (Helfand et ale 19B3; Van 
den Heuvel and Taam 1984; Van den Heuvel 1984). (We thus imply that at 
the onset of the mass transfer it still was a white dwarf). As the mass 
transfer in this system lasted less than ~ 10 7 yrs (see eq. 10» the 
neutron star can indeed have formed quite recently and thus still have 
retained some magnetic field. Since this seems the only possible way out 
of the above-mentioned paradox, the existence of the PSR 0820+02 system 
provides strong observational evidence in support of the possibility 
that neutron stars can be formed in an old stellar population by the 
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accretion-induced collapse of a white dwarf (as suggested first by 
Whelan and Iben 1973). [That the mass transfer in this system indeed has 
terminated only very recently « 107 yrs ago) follows from Kulkarni's 
(1986) discovery of its optical counterpart which is a very hot white 
dwarf with a cooling age < 107 yrs.] 
Moreover, just these wide systems provide particularly favourable condi
tions for such a collapse, since, as mentioned in section 3.7, at their 
accretion rates of ~ 10-8 M0 /yr, the hydrogen accreted by the white 
dwarfs will burn steadily or in weak flashes, which are unable to cause 
considerable mass ejection. (For further arguments: see Van den Heuvel 
and Taam 1984; Van den Heuvel 1984). 

Precisely the same arguments as for this system hold for the pul
sating wide low-mass X-ray binary GX 1+4. In GX 1+4 the co~anion still 
is a low-mass red giant, which also must have an age> 5.10 yrs. On the 
other hand its neutron star still has a very strong magnetic field, in 
the range 10 12 to 10 14 Gauss (Makishima et al., 1988). This system is an 
excellent progenitor for systems like the two wide radio-pulsar binaries 
(Van den Heuvel 1981; Joss and Rappaport 1983). 

For the precise evolutionary history of the other binary radio 
pulsars with low-mass companions and of the single and binary pus lars in 
globular clusters we refer the reader to Pylyser and Savonije (1988 ab), 
and Verbunt (this volume). As to the formation of single millisecond 
pulsars: apart from the possibility mentioned in section 4.3, and from 
exchange collisions in globular clusters, an exciting and viable 
possibility is that of "evaporation" of the companion by the large 
energy flux of the millisecond pulsar itself, which will start as soon 
as the mass transfer in the System becomes interrupted. In the eclipsing 
system PSR 1957+20 this evaporation appears to be taking place at 
present (Fruchter et al. 1988, and this volume). Theoretical models for 
this "evaporation" were worked out by Ruderman et al. (1988); Kluzniak 
et al. (1988) Phinney et al. (1988) and van den Heuvel and van Paradijs 
(1988) • 

As to the precise evolution of binary radio pulsars and their 
magnetic fields we refer to earlier reviews (van den Heuvel 1984, 1987b, 
Taam and van den Heuvel 1986, Van den Heuvel et al. (1986), and to van 
Paradijs (this volume). 
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ABSTRACT: 

Numerical simulations of the collapse of non-rotating and rotating cores of 
massive stars (M ~ 8 M 0 ) are presented. After reviewing briefly the underlying 
physics the numerical results are discussed and possible consequences for neutron 
star formation are outlined. 

1. Introduction 

Type II supernovae (SN II) are generally assumed to occur when at the endpoint 
of the hydrostatic thermonuclear evolution of a massive star (M ~ 8M0 ) its Fe
Ni-core collapses, bouI"ces and generates an outgoing shock wave, which eventually 
leads to explosive mass ejection and the formation of a neutron star. 

The numerical simulation of supernova explosions still poses one of the most 
fascinating and challenging problems in astrophysics inspite of more than twenty 
years of intense research (for recent reviews see Hillebrandt 1986 and Woosley 1986). 
Since the pioneering numerical calculations done by Colgate and White (1966) and 
by Arnett (1967) the simulation programs have been improved considerably both 
from the physics input as well as from the treatment of hydrodynamics. Nowadays 
for spherically symmetric simulations a detailed treatment of the neutrino trans
port, of the weak interaction rates and of the equation of state up to a few times 
nuclear matter density are necessary ingredients in any state of the art computer 
program. 

Only a few attempts have been made to relax the assumption of spherical 
symmetry and perform axisymmetric, i.e. two-dimensional supernova simulations, 
which allow to study effects due to rotation (Muller, R6:iyczka and Hillebrandt, 
1980; Tohline, Schombert and Boss, 1980; Muller and Hillebrandt, 1981) and mag
netic fields (Le Blanc and Wilson, 1970; Muller and Hillebrandt, 1979; Ohnishi 
1983; SymbaJisty 1984). 

In the next section the physics of SN II explosions will be briefly reviewed. In 
section 3 the results of a one-dimensional simulation performed to calibrate our 
new 2d-hydro-code are discussed and compared with previous collapse simulations. 
After some general remarks on possible effects of rotation on the dynamics of core 
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collapse, we then present in section 4 the results of two rotational core collapse 
simulations. Finally in section 5 some implications for neutron star formation are 
pointed out. 

2. Type II Supernova Explosions 

Supernovae, which can spectroscopically be distinguished into two main classes, 
namely those of type I showing no hydrogen lines and those of type II possessing 
strong hydrogen lines in their spectra at maximum light, are the optical manifes
tation of stellar explosions (see e.g. Wheeler 1987). Observations show that in a 
supernova event an energy of the order 1051 erg is released in form of radiation and 
mass ejection connected with optical peak luminosities of the order 1043 erg I s. 

In the currently most favoured theoretical model type II supernovae gain their 
energy from the gravitational binding energy released during the collapse of the 
Fe-Ni-cores of highly evolved massive stars to neutron star densities (see e.g. Hille
brandt 1986 and references therein). In this model neutrinos carry away an energy 
of the order 1053 ergs, a prediction which has been confirmed convincingly by the 
detection of neutrinos from SN 1987 A (see articles in Danziger 1987). According to 
stellar evolution calculations the progenitor stars of type II supernovae have masses 
greater than 8 Me;; on the main sequence (Woosley 1986). 

The crucial problem in explaining SN II explosions is to find the mechanism by 
which a small part (::::::: 1%) of the energy liberated during core collapse (::::::: 1053 erg) 
is transfered to the outer layers of the star, thereby giving rise to the observed 
explosive mass ejection with velocities up to a few times 104 kml sec. In addition 
the models have to explain the formation of a neutron star of about lAMe;; in at 
least a fraction of the type II events. The low efficiency of this proposed implosion
explosion mechanism makes it difficult to treat the problem numerically, because 
(i) the outcome of the calculations is very sensitive to changes in the physical 
parameters, and (ii) a high degree of numerical accuracy (e.g. energy conservation) 
is required to simulate the dynamics correctly. 

As was first pointed out by Bethe et al. (1979) in all progenitor models con
sidered so far the entropy inside the iron-nickel core at the onset of core collapse is 
small (::::::: 1 kB Inucleon) , which greatly simplifies the qualitative discussion of the 
dynamics of (spherically symmetric) core collapse. 

The collapse of the core is triggered by a combination of electron captures and 
photodisintegration of nuclei. Whereas the first process is more important for less 
massive stars (8 ~ MIMe;; ~ 15), the latter process is the dominant one for the 
cores of more massive stars (M ;G 20 Me;;), which have a larger entropy (Woosley 
1986). 

Because of the low initial entropy the number density of free protons is small 
in the core. Nevertheless electron capture on free protons provides the dominant 
process for changing the electron abundance, since electron captures on nuclei are 
greatly reduced by shell-blocking effects as shown by Fuller, Fowler and Newman 
(1982). Simulations show that the electron concentration during the early phases of 
core collapse changes only by about 20%. This holds up to densities of a few times 
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1011 g/cm3 , where the neutrinos are trapped due to coherent scattering off nuclei, 
or more precisely where the neutrino diffusion time scale becomes longer than the 
collapse time scale (Mazurek 1975; Sato 1975). As electron captures are the only 
non-equilibrium processes in the core - the strong and electromagnetic reactions 
due to the high temperatures (T ;;:; 5 109 K) are in equilibrium - the entropy will 
change only a little during this early collapse phase. 

After neutrino trapping some entropy will be produced, until equilibrium with 
respect to the weak interactions (.a-equilibrium) is achieved. The equilibrium elec
tron and neutrino number fractions are about Ye = 0.32 and Yv = 0.08, respectively. 
But again the entropy increase is small, less than about 0.5 kB/nucleon. Note that 
the final lepton fraction implies a Chandrasekhar mass MCh = 5.76 ~2 ~ 0.92 M0 • 

During collapse the equation of state closely resembles a polytropic equation of 
state p = K(s)p'YP with 'Yp .$ 4/3 and K depending on the entropy. For constant 
'Yp and adiabatic hydrodynamics it is well known, that the core splits into an inner 
core collapsing homologously (Le. v '" r) with subsonic velocity, and into an 
outer core falling in with supersonic velocity (Goldreich and Weber, 1980; Yahil 
and Lattimer, 1982). The mass of the inner core depends on an effective index 
"Ie == (8 Inp/8 InP)eollapse, which gives the change of pressure with respect to density 
along the actual collapse trajectory. It takes into account the reduction in Ye and 
effects due to the non-adiabaticity of the collapse (van Riper and Lattimer 1981). 
Due to electron captures "Ie drops below 'Yp, and thus the homologously falling 
mass is reduced from ~ 1.2 M0 at the onset of collapse to the Chandrasekhar mass 
(~ 0.9 M 0 ) corresponding to the final lepton fraction. 

As the entropy stays almost constant during collapse the concentration of free 
nucleons remains small. Consequently leptons dominate the pressure up to nuclear 
matter density, where a transition to homogeneous nuclear matter occurs. Then the 
collapse is stopped abruptly, because the adiabatic index changes from values close 
to 4/3 to about 3. After the central density has exceeded nuclear matter density the 
inner core comes to rest within about 1 msec. Pressure waves, which are created 
when successive mass shells are stopped, steepen up into a shock wave, which 
forms near the edge of the inner core at the sonic point separating subsonic from 
supersonic infall regimes. The shock propagates outwards both in mass and radius. 
Matter passing through the shock front is compressed and heated to entropies of 
about 6 to 10 kB/nucleon due to the dissipation of the kinetic infall energy. 

The crucial question to be answered by numerical simulations is whether the 
shock wave is energetic enough to eject the stellar envelope in a supernova explosion. 
This is a non-trivial question, although the energy initially put into the shock 
wave is about (5 - 8) 1051 erg, much more than required to explain the observed 
energy output of a supernova. While propagating outwards the shock wave is 
heavily damped by photodisintegration of nuclei (1.6 1051 erg/0.1 M0 ) and by 
neutrino losses outside the neutrino sphere. The aim of the numerical simulations 
is to investigate, whether these energy losses are so severe that the shock stalls. 
As the energy losses due to photo disintegration are proportional to the difference 
between the mass of the Fe-Ni-core and that of its unshocked inner part, it is 
obvious that the best candidates for type II supernovae are stars with small Fe-Ni
cores (M < 1.3 M0 ) and low initial entropy the latter resulting in a large mass of 
the homologous core (for more details see e.g. Hillebrandt 1986). 
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3. Collapse Simulations of Non-Rotating Cores 

At present only in a few simulations a prompt explosion has been found, namely 
for the low mass cores of a 10 M0 star (Hillebrandt 1982), and of a 9 M0 star (Hille
brandt, Nomoto and Wolff, 1984; see however Baron, Cooperstein and Kahana, 
1987). For stars in the mass range 12 M0 to 20 M0 the core mass (~ 1.3 M0 ) is 
probably, and for stars more massive than about 25M0 the core mass (~ 2.0 M 0 ) 
is definitely too large for the prompt explosion mechanism to work successfully 
(Hille brandt 1986; Wilson et al., 1986). 

Very recently Nomoto and Hashimoto (1987) have evolved a 13 M0 star, which 
develops a low mass iron core of only 1.18 M 0 . This star and also previously the 
12 M0 and 15 M0 stars of Weaver, Woosley and Fuller (1985) have been claimed 
to explode via the prompt explosion mechanism (Baron, Cooperstein and Kahana, 
1985; Baron et al., 1987). Their results may be questioned however, as has been 
pointed out recently by Glendenning (1988). The supranuclear equation of state 
employed by them is very soft giving rise to a maximum stable neutron star mass 
of 1.27 M 0 , which is too small to account for the very accurately measured mass of 
the binary pulsar PSR 1913+16 (Taylor 1987)' and the less accurately known mass 
of the pulsar 4U0900-40 (Joss and Rappaport, 1984). 

However there may exist another, so-called delayed explosion mechanism by 
which the more massive stars become a supernova (Wilson 1985; Bethe and Wilson, 
1985; Wilson et al., 1986). Wilson (1985) has found that a few hundred milliseconds 
after core bounce the stalled shock wave is revived due to energy transport by 
neutrinos as the shocked matter is irradiated by a neutrino flux originating from 
the neutrino sphere. This neutrino flux leads to a slow accumulation of energy 
behind the stalled shock, and consequently to a gradual heating and expansion, 
ultimately producing a relatively weak explosion of a few times 1050 erg only. Up 
to now these results have not been confirmed by other workers in the field (see 
e.g. Hillebrandt 1986). Obviously the success or failure of the late time explosion 
mechanism is very sensitive to details of the neutrino transport scheme (Wilson 
1988). 

We have also performed a spherically symmetric collapse calculation to calibrate 
the hydro-code, which necessarily cannot be as sophisticated as genuine Id-codes. 
Our explicit axisymmetric code is spatially second-order accurate, and as far as 
the advection terms are concerned also of second-order accuracy in time. The 
source terms are second-order accurate in time only in the Id-runs because of 
CPU-time considerations; additional equation of state calls are thereby avoided in 
the 2d-simulations. The code is based on a conservative difference scheme with 
monotonic advection on a moving (non-equidistant) grid in spherical coordinates. 
The details of the difference scheme will be published elsewhere (Monchmeyer and 
Muller, 1989). 

The Newtonian equations of hydrodynamics are integrated using an entropy 
equation instead of an energy equation. The equation of state of Wolff (see Hille
brandt and Wolff, 1985), which is based on temperature-dependent Hartree-Fock 
calculations with an effective nucleon-nucleon interaction of Skyrme force type, is 
used in tabular form. For this equation of state the adiabatic index I ~ 1.32 for den
sities between 1010 g/cm3 and 1014 g/cm3 and for entropies less than 3 kB/nucleon. 
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The neutrino transport consists of a simple trapping scheme with a trapping den
sity of 3 1011 9 / em3 during the infall epoch. After bounce the trapping density is 
reduced to 1010 9 / em3 to take into account the change of the hydrodynamical time 
scale relative to the diffusion time scale. 

The results of our Id-simulation are given in Fig. 1 and in Table 1, respectively. 
The initial model was the 20 M0 star of Weaver, Woosley and Fuller (1985), which 
has an iron core mass of 1.36 M0 and a central entropy of ~ 0.7 kB/nucleon. 
Comparing our results with those of Hillebrandt and Wolff (1985), we find a good 
overall agreement (see Table 1). The similarity of the results proves the ability of 
the 2d-hydro-code to handle the physical processes of core collapse adequately. 

Table 1: Comparison of the results of two Id-simulations. The various quantities 
are all given at bounce. 

Hillebrandt and Wolff (1985) this work 

Mhc/M0 0.85 0.90 

yc 
e 0.32 0.33 

yc 
II 0.09 0.08 

SC(kB/nucleon) 1.10 0.96 

pC (g/em3) 3.3 1014 3.1 1014 

T C (K) 2.4 1011 2.0 1011 

E!hock (erg) ~ 8 1051 6 1051 

There are small discrepancies in the mass of the homologous core (Mhc) and in 
the central entropy (BC) at bounce. These are caused by the usage of a trapping 
scheme instead of an equilibrium neutrino diffusion transport scheme as in the 
simulation of Hillebrandt and Wolff (1985). However, we get the same total lepton 
fraction at bounce in the center of the core (Y{ = Yec + YI;), and the differences in 
the central density pc and temperature T C are only 10% and 20%, respectively. As 
we did not include general relativistic effects in our simulation, we obtain a smaller 
central and average density for the inner core than Hillebrandt and Wolff (1985). 
This may explain why their initial shock energy is larger than ours. 

Due to the improved spatial resolution and the second order accuracy of our 
hydro-code we are able to resolve the initial rarefaction wave (Fig. lc) and the sub
sequent core expansion, which eventually produces a second pressure wave moving 
outwards (Figs. Id and Ie). The latter wave finally merges with the already sig
nificantly weakened shock wave at a radius of about 110 km and an interior mass 
of m(r) = 1.15 M 0 , while another rarefaction wave starts propagating towards the 
center (Fig. Ie). About 5 msee after bounce only a small amount of mass still 
has positive velocities (;:; 5 108 em/sec), and the shock wave is turning into an 
accretion shock at a radius of about 140 km and at an interior mass of 1.25 M0 
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Figure 1: Six snapshots of velocity versus interior mass for the collapse of the 
1.36 M0 iron core of the 20 M0 star of Weaver, Woosley and Fuller (1985). The 
first snapshot (a) is taken at bounce, i.e. 169 msec after the begin of the collapse. 
The other five snapshots are taken roughly 0.5 msec (b), 2 msec (c), 3 msec (d), 
4 msec (e), and 8 msec (f) after bounce, respectively. 
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(Fig. If). In passing we note that the ability of the hydro-code to resolve the 
various waves behind the shock is crucial for a correct numerical treatment of the 
dynamically important core oscillations after bounce in the rotating models. Hille
brandt, Nomoto and Wolff (1984) did not find the rarefaction wave, which may be 
explained, however, by the enhanced binding of the core in the general relativistic 
potential. 

4. Collapse Simulations of Rotating Cores 

4.1 Some General Remarks on the Influence of Rotation 
From a variety of studies it is known that rotation has a stabilizing influence on 

instability modes. A criterion for rigid rotators has been given by Ledoux (1945) 

. 2 2 - 5{3 
'Y > 'Yerit , with 'Yent = "3 • 1 - 2{3 , 

where {3 is the absolute value of the ratio of rotational to gravitational energy. 
Computer simulations have shown that this criterion holds for differential rotators, 
too, and that the stabilizing effect depends mainly on the amount of rotational 
energy and not so much on its distribution or the density stratification (Ostriker 
and Tassoul, 1969; Ostriker and Bodenheimer, 1973; Durisen and Imamura, 1981). 
If the adiabatic index of the collapsing core is very close to the value of 4/3 (see 
chap. 2), a small amount ofrotation may be enough to stop the collapse and lead to 
the formation of stable rotating configurations with central densities below nuclear 
matter density (Tohline 1984; Eriguchi and Miiller, 1984; Symbalisty 1984). 

Due to conservation of angular momentum configurations may form during 
core collapse, which are unstable against tri-axial deformations on secular or even 
dynamical time scales (Tohline 1984; Eriguchi and Miiller, 1984), if {3 ~ 0.14 and 
{3 ~ 0.27, respectively (see e.g. Tassoul 1978). Whether these instabilities indeed 
do occur is a non-trivial question, if a stiff sub-nuclear equation of state is valid, 
where the adiabatic index is very close to 4/3. For such an equation of state the 
core may be stabilized before its rotational energy exceeds the critcal value. If on 
the other hand side the initial amount of rotation is small enough for the collapse 
to proceed to nuclear densities, {3 > 0.14 may not be reached before bounce. 

Due to conservation of angular momentum and due to the resulting increase 
of the centrifugal forces matter will not fall in on radial trajectories. In addition 
matter at the equatorial plane will not fall towards the center as fast as matter 
at the pole. This leads to a progressively flattening of the core and to a change 
of the collapse time scale in comparison to a spherically symmetric collapse. As 
basic properties of the collapsing core depend on the size of the collapse time scale 
relative to the electron capture time scale and the neutrino diffusion time scale, the 
kinetic infall energy, the final lepton fraction, and the mass of the inner core may 
change in the presence of rotation. 

Before and after bounce one expects the infall velocities at the pole to be larger 
than those at the equator. The resulting non-spherical density stratification may 
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modify the neutrino signal in a characteristic way (Janka and Monchmeyer, 1989). 
Due to the asymmetric infall of matter the propagation of the shock wave at the 
pole will differ from the propagation near the equatorial plane. In particular this 
effect will be evident in the dissipation rates and in the maximum entropy values 
behind the shock front. 

After bounce the rotating core will oscillate with a superposition of various axi
symmetric radial and surface modes. The frequency of these modes is determined 
by the average density of the inner core. Contrary to a spherically symmetric core, 
which comes to rest soon after bounce, in a rotating core a certain fraction of its 
kinetic infall energy will be converted into oscillations, which are damped by non
spherical pressure waves. The oscillations will also contribute to the gravitational 
wave signal of the bouncing core. 

Finally it is very well known that rotation can drive meridional circulations 
in baroclinic regions (see e.g. Tassoul 1978). For type II supernova models the 
interesting question arises, whether there exist large scale circulation patterns be
hind the shock, that extend inwards to regions with high energy neutrinos. In 
the (neutrino) opaque matter those vortices could transport neutrinos towards the 
shock front much faster than diffusion (Muller and Hillebrandt, 1981). From 1d
calculations one knows in addition that a negative entropy gradient is established 
behind the shock after photo disintegration "losses have weakened it significantly. 
This region of decreasing entropy is unstable against convection provided that the 
stabilizing lepton gradient is not too large (Epstein 1979). Arnett (1985) has first 
pointed out the possible importance of convection for the type-II supernova mecha
nism. However, whether convection indeed helps or even harms the propagation of 
the shock is debated (Burrows 1987; Bethe, Brown and Cooperstein, 1987). Note 
that for rotating cores mixing of high and low entropy matter may be enhanced, if 
convectional currents are supported by vortices resulting from rotation in regions, 
where the surfaces of constant pressure do not coincide with isopycnic surfaces. On 
the other hand side it has been argued that rotation may have a stabilizing effect 
on certain types of convective instability modes (see TassouI1978). However, espe
cially for centrally condensed and differentially rotating objects the interaction of 
rotation and convection has not been clarified completely up to now. 

4.2 Initial Models 
We have computed the collapse of two iron cores, whose initial rotational en

ergies differed by a factor of four. All other model parameters and particularly 
the form of the angular momentum distribution were identical for these calcula
tions. The results of models with different angular momentum distributions will be 
published elsewhere (Monchmeyer, Wolff and Miiller, 1989). 

Both initial models are based on the 20 M0 star of Weaver, Woosley and Fuller 
(1985). In the simulations we followed the dynamics of the innermost 1.6 M0 
of this star after adding a certain amount of rotation to the model. Note that 
the initial models are not relaxed with respect to rotation. But as both cores 
rotate rather slowly (see below), the deviations from equilibrium are relatively 
small. Electron captures, neutrino transport and equation of state were treated as 
in the 1-d calculation. 
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The choice of the initial angular momentum distribution is one of the most 
problematic aspects of any 2-d simulation, because there exist no evolutionary cal
culations of rotating massive stars up to iron core collapse. Therefore the amount as 
well as the distribution of the initial angular momentum can be chosen arbitrarily 
within certain limits imposed by stability considerations (see e.g. Tassoul 1978). 
The initial rotation profiles in our simulations are similar to those used in previous 
investigations of rotational core collapse (Muller and Hillebrandt, 1981; Symbalisty 
1984)' where the angular velocity is a function of radius only: 

R2 
O(r) = 00' 2 R2 r + 

The interior mass corresponding to R is about 1.31 M0 , i.e. a large fraction of the 
Fe-Ni-core approximately rotated as a rigid rotator. The rotational energies and 
the corresponding values of f3 of both initial models are given together with the 
values of 00 in Table 2. 

Table 2: Initial models 

Model A Model B 

00(8-1 ) 4.0 8.0 

Erot(erg) 2.47 1049 9.871049 

f3 0.005 0.020 

N r 100 50 

No 30 20 

We used a two-dimensional grid in spherical coordinates, which was equidis
tantly spaced in angular direction. During collapse the grid was contracted in radial 
direction to follow on average the collapse of the core. The number of gridpoints in 
radial direction N r and per quadrant in angular direction No are given in Table 2. 

4.3 Model A 
The concept of homology cannot be used for rotating cores. Yet there exists a 

surface, which separates subsonic ally from supersonically falling matter. We will 
speak of the "inner core", when we refer to the matter in the subsonic regions. 
After bounce this inner core corresponds to the unshocked central part of the iron 
core. 

Up to 170 msec the density stratification of the inner core is comparable to that 
of the 1-d model. Afterwards the inner core starts to flatten slightly, which first 
becomes evident in the entropy per unit mass. The aspherical density stratification 
leads to angular dependent variations in the entropy generation due to electron 
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Figure 2: Density profiles and flow pattern for model A at bounce. The axis 
of rotation is identical with the z-axis. The contours cover a range from Fmin to 
Fmax with a logarithmic spacing of Delta. The time, the central density and the 
velocity scale are given in the legend of the figure. 
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Figure 3: Density profiles and flow pattern for model A about 1.8 msec after 
bounce. The circulation flow between the central "hydrostatic" configuration and 
the shock is clearly visible. 



Figure 4: Entropy profiles and flow pattern for model A about 1.8 msec after 
bounce. Blobs of high entropy have formed at the axis. Note that the central region 
is unshocked. 
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Figure 5: Density profiles and flow pattern for model A about 3 msec after 
bounce, when the inner core re-contracts. 



560 

captures, which for P 2 5 1010 g / em3 are sensitive to density. At 178 msee neutrino 
trapping sets in and f3 - equilibrium is established about 5 msee later when the 
central density exceeds 8 1012 g / em3 • 

Significant flattening of the inner core occurs for t Z 187 msee. The level 
surfaces of the angular velocity are no longer spherical in this phase, but have 
aquired a more cylindrical shape indicating that the inner core has gone through 
some rearrangement of matter and angular momentum approaching the rotation 
profile of a barotrope with 8n/8z = 0 (see e.g. TassouI1978). 

At t ~ 188 msee a growing pressure gradient leads to an efficient deceleration of 
the collapse of the inner core near the pole. The maximum of the angular velocity 
is located 15.8 km off-center at the axis. There a dip is formed in the density dis
tribution of the inner core (Fig. 2). Such a "bottle neck" structure was not found in 
the collapse calculations of Muller and Hillebrandt (1981) and of Symbalisty (1984), 
but is present in the rotating equilibrium configurations calculated by Eriguchi and 
Muller (1984). Actually the situation near the axis is similar to that of a rotat
ing fluid in a homogeneous acceleration field, where the density stratification is of 
parabolic shape. This probably explains the appearance of the "bottle-neck" , whose 
exact shape is determined by inhomogeneities in the gravitational acceleration and 
by the ram pressure of the infalling matter. 

Model A bounces at t = 189 msee at a central density of 2.58 1014 g / em3 and 
a central entropy of 0.89 kB/nucleon. The angular velocity n reaches a maximum 
value of 1.4 104 see-1 in the "bottle-neck" and has a value between (1-2) 103 see-1 

at the surface of the inner core. Despite the fact that the total collapse time up 
to bounce is stretched by approximately 20 msee compared to the I-d calculation 
the same final electron (Ye = 0.32) and neutrino (Y" = 0.08) concentrations are 
reached inside the trapping region. This can be explained by the fact that before 
trapping no significant flattening and deceleration of the core occurs, and that the 
(averaged) electron capture time scale before trapping TEG = Ye/Ye ~ 2 sec is long 
compared to the dynamical time scale. 

The mass within the sonic surface at bounce is roughly equal to that of the I-d 
models, namely 0.9 M 0 . The kinetic energy, the ratio of rotational to gravitational 
energy and the rotational energy of the inner core at bounce are (5 - 6) 1051 erg, 
0.065, and 6 1051 erg, respectively. For the whole core we find f3 = 0.078 and 
Erot = 8 1051 erg. The axis ratio for the inner core at bounce is rpole/requator = 0.53 
and the maximum infall velocities at the pole are a factor of 2.2 larger than in the 
equatoria.l plane. The peak value of the infall velocity (~ 1010 em/sec) is reached 
in the bottle-neck region. This velocity is only slightly smaller than the free fall 
velocity at that point. This is consistent with the fact that at the axis the pressure 
gradient in the region of maximum infall velocity is always less than 10% of the 
gravitational force during the collapse. 

After bounce the inner core first expands into polar direction and a strong 
shock is formed near the axis. Afterwards it expands in angular direction gener
ating a deformed but closed shock surface, which separates from the inner core at 
189.8 msee. The large infall velocities at the axis cause a very high dissipation rate 
of kinetic energy. As a result blobs of high entropy are created behind the shock 
as it propagates outwards. These entropy blobs give rise to buoyancy forces, which 
support the shock at the axis for about 3 msee (Fig. 3 and Fig. 4). A similar effect 
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has already been seen by Miiller and Hillebrandt (1981). 
During the first 2 msec after bounce a circulation flow from the equatorial 

plane towards the symmetry axis evolves behind the shock. This circulation is 
driven by forces resulting from a non-alignment between isobaric and isopycnic 
surfaces behind the shock. As the angular velocity is approximately constant on 
cylinders the nonradial flow is also partially caused by a redistribution of angular 
momentum in the expanding matter behind the shock. A smaller vortex caused 
by thermodynamical forces is located at the edge of the entropy blobs ( Kelvin
Helmholtz-instability) and leads to their "mushroom" shape (Fig. 4). 

At 191 msec the inner core starts to contract again. As a consequence the large 
scale circulation splits up into smaller vortices and eventuallf'an overall motion 
towards the center results (Fig. 5). As in the spherical simulation this rarefaction 
wave weakens the shock. Note, however, that the main damping effect on the shock 
propagation in this phase still results from the photodisintegration of nuclei. 

The expansion and the subsequent contraction of the core can be interpreted as 
part of an overall radial oscillation of the inner core with a mean period of 2.5 msec. 
The decrease of both period and amplitude of that oscillation with time can be seen 
from Fig. 6. The shortening of the period corresponds to an increase of the average 
density of the inner core as it approaches equilibrium. 

At 192.5 msec the shock has reached a radius of approximately 100 km in 
the equatorial plane and of about 75 km in polar direction. The mass inside 
the shock front is roughly 1.2 M0 . The maximum entropy value in the blobs 
is ~ 9 kB/nucleon, whereas in the equatorial plane the highest value is only 
~ 6.5 kB/nucleon. The density in the shock front now becomes smaller than 
the trapping density. Therefore energy losses due to escaping neutrinos lead to an 
enhanced weakening of the shock. Consequently the velocity of the shock and the 
entropy generation in the shock are drastically reduced. Thus the regions of high 
entropy are left at some distance behind the shock front, and as soon as the neu
trino losses become significant the shock propagation stalls and an accretion shock 
formes. 

We did not find any efficient transport of neutrinos to the shock front, because 
the speed of shock propagation is larger than or of the same order as the circulation 
velocities behind the shock front before it stalls. On the other hand we may have 
overestimated the neutrino losses in our crude trapping scheme. However, as the 
neutrino density gradient and the mass density gradient are very large at the front, 
it is possible that neutrino diffusion across the front is very effective, too. 

The evolution after 194 msec is mainly characterized by hydrodynamical pro
cesses, which lead to a damping of the oscillations of the inner core and establish an 
approximate hydrodynamical equilibrium for the mass between the shock and the 
inner core. The amplitudes and energy of the core oscillations are diminished by 
pressure waves, which propagate outwards from the edge of the inner core. They 
finally catch up with the shock, because the sound velocity in the shocked matter 
is larger than the shock speed at this stage. The second expansion of the inner core 
generates a further entropy blob at the axis located behind the shock but ahead of 
the slightly contracted high entropy region created earlier in the evolution. How
ever, due to strong neutrino cooling the shock remains an accretion shock. 

Furtheron in the evolution a Rayleigh-Taylor instability sets in at the edge of 
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Figure 6: Mass, rotational energy and (J versus time for model A integrated over 
the matter which has a density larger than 109,1010,1011,1012,1013 and 1014 9 / cm3 , 
respectively (counted from top). 
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the high entropy region (Fig. 7). Small scale vortices first support the development 
of finger-like structures of a gravity mode, which is characterized by the rise of 
lighter mass elements of higher entropy and the sinking of heavier elements of lower 
entropy. Mixing of high with low entropy material then causes the isolation of the 
outer parts of the fingers and " islands" of high entropy are formed (Fig. 8), which 
later on begin to dissolve continously. Afterwards a broad layer of matter having 
a low and almost homogeneous entropy is established behind the shock front, and 
the shock itself retreats at the axis to a radius of only 70 km. There it forms a 
stationary accretion shock, giving rise again to the previously described bottle neck 
structure. 

The final configuration consists of a compact central object of 1 M0 of low 
entropy, which is surrounded by a region of shocked matter of higher entropy. This 
shocked mass is separated from a deformed accretion shock by a layer of 40 km 
width, where due to mixing the entropy is approximately constant at a level of 
2 kB/nucleon. Only at the axis there still exists a region of very high entropy 
(Fig. 9 and 10). The shock has reached a radius of 125 km in the equatorial plane 
and is located at a radius of about 60 km in the polar direction. Between the inner 
core and the shock front a large scale meridional circulation is present (Fig. 9a) The 
mass inside the shock front is 1.31 M0 at the end of the computation and the final 
value of (3 = 0.09. Further properties of the final configuration are summarized in 
Table 3. 

Table 3: Properties of the final configuration. 

Model A Model B 

Pc(g / cm-3 ) 2.1 1014 2.11013 

fl sur f (s-l) 5.0102 1.5 102 

flmax(s-l) 1.2 104 3.0103 

Erot(erg) 9.0 1052 7.3 1051 

,8(1.0 M 0 ) 0.074 0.098 

(3(1.3 M 0 ) 0.08 0.14 

Tosc(msec) $. 2.7 < 13.5 

pole (k ) rsh m 60 67 

r;k(km) 120 --

M sh/M 0 ~ 1.30 ~ 1.38 
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Figure 7: Entropy profiles and flow pattern for model A about 6.5 msec after 
bounce showing the instability at the edge of the high entropy region. 
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Figure 9: Density profiles and flow pattern for model A at the end of the calcu
lation about 18 msec after bounce. 
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4.4 Model B 
The larger initial angular momentum in model B causes the time scale of the 

infall epoch to be significantly longer than in model A. Appreciable flattening of 
the inner core occured after t = 250 msee at a central density of 1011 9 / em3 just 
prior to the onset of neutrino trapping. About 58 msee later a compact inner 
core of approximately 1.15 M0 had formed. The density stratification shows an 
extended "bottle-neck" around the axis. In this "channel" the infall velocities 
reach approximately the free fall velocity (Fig. 11). 

Model B bounced at 308 msee (Fig. 11), the inner core mass being about 1.2 M 0 . 

The equatorial diameter of the inner core at bounce is approximately 190 km, while 
its polar diameter is only 90 km. The central lepton density is again 0.41 with a 
neutrino number fraction of 0.08. The infall velocities at the pole and at the equator 
are 5.2 109 em/sec and 2 109 em/sec, respectively. The central density reaches a 
peak value of only 3.6 1013 9 / em3 , i.e. model B bounced well below nuclear matter 
density. 

A strong shock is created at the polar axis, which is probably not resolved 
sufficiently, as only 50 radial gridpoints were used in this calculation. The shock 
forms a region of high entropy (Smaz ~ 13 kB/nucleon at 326 msee) at the bottom 
of the "bottle-neck channel" (Fig. 12). However, most of the dissipated kinetic 
energy is immediately carried away by neutrinos, because the density in the polar 
shock region is below the trapping density. Neutrino cooling together with the high 
ram pressure of the infalling material prevent the propagation of the shock along 
the axis. It remains an accretion shock located at a radius of 60 km (Fig. 13) 

Symbalisty (1984) found for a similar model (with a comparable resolution of 
1200 cells per quadrant), that at the axis the shock propagated outwards to a radius 
of more than 1000 km driving a circulation flow behind it, which Symbalisty inter
prets as a" jet". We cannot exclude that such a phenomenon is possible, because we 
have no detailed neutrino transport scheme included in our code. However, we have 
strong doubts, whether high neutrino loss rates and the consequent fatal weakening 
of the shock can be avoided in the low density regions at the axis outside a radius 
of about 100 km. A simple estimate shows that for our model the escape rate for 
neutrinos always dominates the production rate due to electron captures and also 
the supply rate due to diffusion from regions further inside. Furthermore we think 
that the ram pressure of the infalling matter in the bottle-neck structure present 
in our model reduces the possibility of a "jet" -like event. However, detailed calcu
latibns with an appropriate neutrino transport scheme together with an improved 
grid resolution are necessary to get a decisive answer. 

In the equatorial plane a weaker shock propagated outwards to a radius of 
about 250 km. The ram pressure is relatively small in the equatorial plane, where 
the infalling matter is significantly decelerated by centrifugal forces. Therefore the 
propagation of the shock was supported by a rotationally driven expansion of the 
inner core in the equatorial plane until the central density averaged over some small 
oscillations reached approximately 2 1013 9 / em3 • Just outside the shock radius the 
infall velocities are only about 1.2 109 em/sec in the equatorial plane (Fig. 14). 

For t > 340 msee the evolution is characterized by the formation of a central 
equilibrium configuration, which grows in mass through accretion of matter. Its 
equatorial radius is growing too, while the polar radius is almost constant and in-
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Figure 11: Density profiles and flow pattern for model B at bounce. The central 
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Figure 12: Entropy profiles and flow pattern for model B about 2 msec after 
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Figure 13: Density profiles and flow pattern for model B about 8 msec after 
bounce. 
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Figure 14: Density profiles and flow pattern for model B about 30 msec after 
bounce. 
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Figure 15: Density profiles and flow pattern for model B about 84 msec after 
bounce showing the highly flattened configuration at the end of the calculation. 
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creases only slightly to 66 km. In addition the bottle-neck structure at the pole 
continously adjusts to the local ram pressure and the centrifugal forces. Therefore 
the final configuration at the end of the computation has a rather deformed "but
terfl.y" shape (Fig. 15). This whole evolution is accompanied by small oscillations 
of the inner core. In the final model the mass of the approximately hydrostatic 
configuration is about 1.36 M 0 . Further properties of the final configuration are 
summarized in Table 3. From Fig. 16 one can see that the equilibrium configuration 
in fact has the property of n being constant on cylinders, the angular velocity at 
the equator of the equilibrium configuration being about 200 sec-I. 

5. Implications for Neutron Star Formation 

Deriving definite and specific statements about neutron star formation from the 
collapse simulations of rotating or non-rotating cores of massive stars obviously 
requires that the examined models are successful in producing a supernova in the 
first place. This is definitely not the case for the initially slowly rotating model A. 
For model B on the other hand the question of success or failure of the shock 
propagation (at the axis) cannot be answered. From our results we are still able to 
obtain interesting insights into the process of neutron star formation. 

First of all model B shows that already a relatively small amount of rotation in 
combination with a stiff equation of state for sub-nuclear densities (-y ~ 4/3) leads 
to a bounce and at least a temporarily halt of the collapse at densities well below 
nuclear matter density (at ~ 1013 9 / cm3 in model B). Due to centrifugal forces a 
fast rotating ({3 ~ 0.14) central configuration forms, which is almost in hydrostatic 
equilibrium. For the further evolution of this central equilibrium configuration three 
points are of importance: 
1. As {3 ~ 0.14 for the innermost 1.36 M 0 , the central equilibrium configuration 

is hovering right at the edge of the secular instability limit against tri-axial 
deformations. What happens when {3 eventually exceeds the critical value is 
unclear. One possibility is that the instability leads to a fission of the central 
configuration. However, we think this evolution is somewhat unlikely. The 
combined action of shock waves, which are created at the edge of the tri-axial 
central configuration, and gravitational radiation will cause angular momentum 
losses, which will probably keep the configuration near the instability point. 

2. The inne~ 1.1 M0 of the core will eventually loose its neutrinos due to diffu
sion, thereby getting neutronized and cooled down. Due to the smaller average 
densities in model B the neutrino diffusion time scale is smaller than the typ
-.ical value in I-d models being of the order of seconds. It is not at all clear, 
however, whether the corresponding pressure reduction will lead to a second 
dynamical collapse or whether only a slow quasi-stationary contraction sets in. 
In both cases the rotational energy will increase, thereby enhancing the chance 
of tri-axial instabilities. 

3. Outside the iron core and the silicon shell a layer of about 1 - 2 M0 of oxygen 
exists (Weaver, Wossley and Fuller, 1985). This potential nuclear fuel may be 
ignited by either compressional heating while falling onto the central equilibrium 
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configuration, or by a shock wave resulting from the re-collapse of the central 
regions after part or all of the oxygen layer has already been accreted. In both 
cases an energy of the order 1051 erg will be liberated leading to a supernova 
explosion (see e.g. Bodenheimer and Woosley, 1983). 
Independent which of these scenarios actually occurs the resulting neutron star, 

if formed at all, will be born as a fast rotator. Model A as well as model B 
indicate that the expected surface angular velocities of the neutron star will be 
in the range of 500 sec-1 ;::; !l ;::; 1000 sec-1, which corresponds to periods in 
the range 6 msec ;::; P ;::; 13 msec. These periods are consistent with the idea 
that the Crab pulsar with its (present!) period of 33 msec was formed by the 
collapse of a rotating core. In addition recent observations suggest that the system 
1E1024.0-5732/Wack 2134 contains a 60 msec X-ray pulsar and a massive early
type companion (Caraveo, this volume). The mass of the companion implies an age 
of the binary system of only a few million years indicating that the pulsar was born 
as a fast rotator and not spun up. This may also be the case for the millisecond 
pulsars, although the prevailing opinion on these objects is that they are spun-up 
by accretion (see e.g. van den Heuvel, this volume). 
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ABSTRACT. Because very few radio pulsars are observed within a few thousand years of 
their formation our knowledge of their birth properties is intimately connected with our un

derstanding of the evolution of the pulsar population as a whole. The first two sections of this 
paper outline the most commonly invoked model of pulsar evolution and review the observed 
properties of the pulsar population in the context of this model. The third section outlines 

some possible shortcomings of this model, looking particularly at the possible effects of binary 
evolution, the possiblity that some pulsars are formed in the accretion-induced collapse of white 

dwarfs, and the possiblity that some pulsars are born as slow rotators. 

KEYWORDS: pulsars - stars: evolution - stars: neutron 

1. INTRODUCTION: THE STANDARD MODEL 

There is a widely accepted model for the birth and evolution of radio pulsars which can be 
summarized as follows: Pulsars are born in Type II supernovae, when a star of 8 M0 or larger 
explodes. IT the star initially had a companion, the explosion disrupts the binary system. The 
explosion takes place in or close to the plane and the pulsar receives a velocity kick which 

eventually sends it out of the plane. The star's angular momentum and magnetic flux are 

approximately conserved in the collapse, so the pulsar's initial period is small (~ 10ms) and its 
initial magnetic field is large (1012 - 1013 G). Because of its high spin rate and high magnetic 
field, the pulsar's energy loss is large and powers a Crab-like plerion nebula for the first few 
thousand years of the pulsar's life. In time the pulsar slows down and its magnetic field decays, 

leading to a decrease in its energy loss rate and radio luminosity. The pulsar spends most of 

its observable lifetime with a period of several tenths of a second or more and a magnetic field 

of 1011 - 1012 G. Finally, after about 10 Myr the pulsar "dies" because the slow spin rate and 
weakened magnetic field cease to support the production of radio radiation. 

The wide acceptance of the model just outlined (hereafter, "the standard model"), is 
due to its compatibility both with much of the theoretical understanding of neutron stars, 

573 

H. Ogelman and E. P. J. van den Heuvel (eds.), Timing Neutron Stars, 573-591. 
© 1989 by Kluwer Academic Publishers. 



574 

and with many radio pulsar observations. However, even if many features of this model are 
correct, it is certainly not a complete model. This paper examines the properties of the pulsar 
population in the context of this model, and tries to identify some of its shortcomings. I have 
not attempted anything approaching a complete discussion of either the observational data 
on pulsars or the wide variety of scenarios for pulsar formation and evolution. A much more 
complete discussion of the observed pulsar population and models of pulsar evolution is given 
by Taylor and Stinebring (1986), and much of the background information on pulsar physics 

and its relation to pulsar observations can be found in Manchester and Taylor (1978). In recent 
years it has become clear that the formation of pulsars in binary systems can significantly affect 

their observable properties; models of binary evolution and their relation to pulsar evolution are 
discussed by, among others, van den Heuvel (1984, 1987, also this volume)l, Dewey and Cordes 

(1987) and references therein. Extensive discussions of supernova physics and its relation to 
the formation of neutron stars can be found in Woosley and Weaver (1986), Burrows (1985), 
Trimble (1984) and references therein. Further information on almost any issue discussed in 
this paper can be found in the proceedings of IAU symposium No. 125 (Helfand and Huang 
1987). 

2. THE RADIO PULSAR POPULATION 

The major directly observable properties of pulsar are its period, P, period derivative, P, flux 
density, S, dispersion measure, D M, and location in the sky. These, combined with some model
dependent assumptions, provide estimates of other pulsar parameters, including age, distance, 
magnetic field strength, energy loss rate, and radio luminosity. Relating pulsar observations to 
models of pulsar birth and evolution is not an entirely straight forward processes. It involves 
two steps of extrapolation, first from the small fraction of the galactic pulsar population that 
can be observed to a picture of the entire population, and then from the present properties of 
this population to their evolution over time. Pulsar searches reach only a small fraction of the 

galaxy, and a search's abitily to detect a pulsar depends not only on the pulsar's luminosity 

and distance, but on its period, dispersion measure and location in the sky. This results in 
complicated selection baises which must be accounted for in statistical analyses of the pulsar 
population. It is important to remember that, in both obvious and subtle ways, properties 

typical of the of the observed population may not be typical of of the population as whole. 
These issues are discussed in more detail by Lyne, Manchester and Taylor (1985) and Narayan 
(1987). Despite these difficulties, much useful information can be obtained from the properties 
of the observed pulsar population. 

2.1 P, P and related quantities 

There are presently about 450 known pulsars; these have pulse periods in the range 

1.55ms < P < 4.3s 

At a number of places I refer to work presented at this AS I, assuming that it appears in 
these proceedings. My apologies if for some reason this is not the case. 
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The period derivatives of over 350 pulsars have been measured; these have values in the range 

2 X 1O-20ss-1 < P < 1.5 X 1O-12 ss- 1 

The quantities P and P provide a direct indication of a pulsar's evolution in time, and in 

most models are intimately connected with the properties of the neutron star and its past 
history. A plot of P vs. P is, therefore, very useful in discussing pulsar evolution. Figure 1 

shows such a plot for 364 pulsars with measured values of P; pulsars associated with supernova 

remnants are shown stars (.) and binary pulsars by circled dots. There are number of notable 

features in this plot. First, the large majority of pulsars lie in the region 0.3 ~ P ~ 2 sand 

10-17 ~ P ~ 3 X 1O-14 ss-1 . However, pulsars with short periods (P ~ lOOms) tend to have 

either unusually large or unusually small period derivatives while binary pulsars tend to have 

smaller values of both P and P than the population as a whole2 . Finally, there is a marked 

absence of pulsars in the lower righthand portion of the diagram. As discussed below, pulsars 

generally move from the upper left portion of the diagram to the lower right during their 
lifetimes. The dotted line PIPS ~ 2 X 10-17 s-s is often refered to as the pulsar "death line"; 

neutron stars falling below this line apparently no longer function as radio pulsars. The dashed 

line in the figure, the "spin-up" line, is discussed further in §3.1. In most pulsar models P 
and P are related to a many of the physically interesting properties of the neutron star. The 

following discussion outlines these relations for the case where pulsar evolution is dominated 

by the effects of its dipole magnetic field. 

The quantity PIP gives the timescale on which a pulsar's period changes, and in most 

models is related directly to the pulsar's age. The characteristic age, defined as 

P 
l' = --;-

2P 
is equal to the pulsar's true age if the pulsar's initial period was much smaller than its current 
period, the effects of magnetic field decay andlor alignment (see below) have been neglible, 

and the period has evolved solely due to magnetic dipole torques. For most pulsars l' probably 

provides upper limit to the age: a longer birth period and the effects of field decay or alignment 

both cause l' to overestimate the true age of the pulsar. The situation is more complicated 
for "spun-up" pulsars (see §3.1), since the spin-up which decreases P also reduces 1'. For such 
pulsars l' provides a rough upperlimit on the time since spin-up ended, and (barring significant 

field decay) a rough lower limit on the pulsar's remaining active lifetime. Figure 2a shows lines 
of l' superimposed on the P P diagram. 

The rate at which a pulsar loses rotational kinetic energy is given by 

E = 41r2 IP 
p3 

where I is the pulsar's moment of inertia. This expression is valid regardless of the slowdown 

mechanism, but is uncertain to the extent that I is uncertain. For a pulsar radius of 10 km and 

mass of 1.4 Me, I ~ 1045 g cm2 , yielding 

10S0ergs-1 ;5 E ;510S8 ergs-1 

---------------------
2 Two recently discovered binaries not shown in Fig. 1, with periods of 1.6ms (Fruchter 

et al. 1988b), and 11 ms (Lyne et al. 1988), confirm the tendency of binaries to have short 
rotational periods. 
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for the observed pulsar population. Figure 2b shows lines of constant if: superimposed on the 
PP diagram. Note that these lines are parallel to the "death-line" shown in Fig 1. 

IT a pulsar's spindown is due only to torques produced by the rotation of its dipole magnetic 
field, the strength of this field is given by: 

where R is the pulsar radius, and a is angle between the magnetic field and spin axes. For 
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standard pulsar parameters, and the assumption sin a Rj 1, this relation can be approximated 

( . ) 1/2 
Bn Rj PP-15 

where B12 is measured in units of 1012 G, P in seconds and P-15 in 10-15 s s-l. With this 

relation the magnetic fields of known pulsars lie in the range 

Figure 2c shows lines of constant B superimposed on the P P diagram. 
In no realistic pulsar model is the relation between a pulsar magnetic field and slowdown 

rate as simple as that just described. The actual relation depends on the physics neutron 

star magnetospheres which is extremely complicated and not yet well understood. The above 

expressions provide at best an approximate indicator of a pulsars magnetic field; nevertheless 

they provide the basis for all discussions of pulsar magnetic field strength in this paper. 
As can be seen in Figure 2a, as a pulsar ages it moves downward and to the right in the 

PP diagram (from small to large r). If the magnetic field (as given above) remains constant, 

this evolutionary track lies along a line of constant P P (Fig. 2c). Statistical analyses of the 

pulsar population (e.g. Lyne, Manchester and Taylor 1985) suggest that the tracks are infact 

steeper than that, in other words that P P decreases over a pulsar's lifetime. This decrease 
is usually attributed to magnetic field decay on a 5 to 10 Myr timescale. In the context of 
the simple dipole torque model a systematic decrease in sin a (i.e. alignment of the magnetic 

field and spin axes) on the same time scale would produce the same effect. This possibility is 

discussed by Lyne and Manchester (1988) and Blair and Candy (1988) (also by Blair in this 

volume). 
Figures 3a and 3b show representative evolutionary tracks for assumed magnetic field 

decay times of 10 Myr and 2 Myr, respectively. In each case track (A), starts at P = 10ms and 

B = 3 X 1013a, while track (B) starts at P = 10ms and B = 3 X 1011. In both cases these 
two tracks bracket a large fraction of the pulsar population. The time ;t takes a pulsar moving 

along one of these tracks to reach the death line gives an estimate of that pulsar's observable 

lifetime. For a 10 Myr field decay time a pulsar moving on track (A) takes 4 Myr to reach the 

death line, as compared to 40 Myr for a pulsar on track (B). For a 2 Myr decay time the times 

are 4 Myr and 13 Myr, respectively. 

2.2 Dispersion measure, distance and luminosity 

Because of the dispersive effects of the ionized interstellar medium, pulsar pulses at high radio 

frequencies arrive at the earth slightly earlier than those at low frequencies; the extent of this 

delay provides a direct measurement of the column density of electrons along the line of sight 

to the pulsar (the pulsar's dispersion measure). This number, when combined with a model of 

the galactic electron distribution, provides an estimate of the pulsar's distance. The dispersion 

measures of known pulsars range from 3 cm-3 pc to 1140cm-3 pc. Using the electron density 

model of Lyne, Manchester and Taylor (1985)3 the distances of the known pulsars range from 

3 As a rough rule of thumb a dispersion measure of 30 cm -3 pc translates to a distance of 

1kpc. 
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80 pc to 32 kpc within the Galaxy; over half are less than 3 kpc. There is one known radio 
pulsar in the Magellanic Clouds. 

The observed time-average flux densities of pulsars at 400MHz, S4(X)' range from about 
1 mly, (the limit of the most sensitive surveys), to 5000mly. Pulsars are steep spectrun sources, 
with Sv ex v-2 being fairly typical. A pulsar's radio luminosity is usually defined by Lv = Svd2, 
where d is the distance to the pulsar. In standard pulsar units the 400 MHz luminosities, L400, 

of the known pulsars ranges from 1 to 15000mly kpc2 • Translating to more common units, 
1 mly kpc2 is roughly equivalent to 1011 erg s-1 Hz-I. Even for the strongest pulsars the total 

luminosity integrated over the radio band accounts for only a small fraction of the total energy 
loss. 

Its it generally believed that there should be some relation between radio luminosity and 
p and P. Gunn and Ostriker (1970) suggested L '" B2 (i.e. L", Pp), a model which has 
been used for many analyses of the pulsar population. However statistical studies of the data 
(e.g. Proszynski and Przybycien 1984, Narayan 1987) suggest that L", Pl/3p-l may be more 
realistic. Figure 4 shows scatter plots of L400 liS. P P and L400 liS. Pl/3 p-l for 364 pulsars. 
The correlation between the logarithms of Land Pl/3 p-l is 0.43 while between Land P Pit 
is 0.12. Note, however, the very large scatter even around the L", Pl/3 p-l relation. 
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2.3 Coordinates, velocities and relation to progenitors 

Figure 5 shows the location of 442 known pulsars in galactic coordinates. Pulsars are concen
trated at low galactic latitudes, and towards the inner portion of the galaxy. This distribution 
is similar to the distribution of the massive stars assumed to be their progenitors. The major 
difference is that the scale height of pulsars around the galactic plane (~ 350 pc) is significantly 
larger than that of massive stars (~70pc). However, pulsars are observed to have high veloci

ties, averaging 100 - 200 km s-l, and can easily move a few hundred parsecs in lifetimes of a few 
million years. The exact origin of the high pulsar velocities is still unclear, but it is probably 
due in part to the break-up of binary systems (e.g. Gott, Gunn and Ostriker 1970, van den 
Heuvel 1981), and in part to asymmetries in supernova explosions (Dewey and Cordes 1987). 

Unlike massive stars, most (~ 80%) of which are in binary systems, the vast majority 
(~ 97%) of observed pulsars are single. It is becoming increasingly clear that the small number 

of observed binary pulsars is due in part to the insensitivity of many pulsar surveys to short 
spin periods; Taylor (1987) estimates that about 10% of observable pulsars may be members 
of binaries. However binary pulsars appear to have significantly longer lifetimes than single 
pulsars, so it is unlikely that the birthrate of binary pulsars is more than at most a few percent 
of the birthrate of single pulsars. The processes which form pulsars must, therefore, disrupt 
binary systems very efficiently. As discussed in §3, this observation can be used to constrain 
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FIGURE 5. The distribution of 442 known pulsars in galactic coordinates. The large 
concentration at positive longitudes in the inner portion of the Galaxy compared to 
negative longitudes, is due to the large number of high sensitivity surveys carried out 

from the northern hemisphere. 

possible models of pulsar formation (see also Dewey and Cordes 1987). 
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H pulsars are formed in Type II supernovae, one expects them to be associated with super
nova remnants. There are approximately 450 known pulsars and approximately 150 catalogued 

galactic supernova remnants, but in only four cases is there a clear association between the 
two types of objects. The existence of pulsars not associated with supernova remnants is eas
ily understood: the observable lifetimes of pulsars are much longer than those of supernova 
remanants. The existence of supernova remnants without central pulsars is perhaps more sur
prising, but there are a number factors which may cause this. First, a third to a half (van den 

Bergh, McClure and Evans 1987) of the supernovae occuring in the Galaxy are expected to 

be Type I events, which probably result from the total disruption of an accreting white dwarf 
(e.g. Trimble 1984) and do not produce neutron stars. Some fairly massive stars may also 
completely disrupt as they explode (Sugimoto and Nomoto 1980) leaving a supernova remnant 
but no neutron star. Second, some fraction of massive stars probably end thier lives as black 
holes rather than neutron stars; at present it is unclear what this fraction is, and whether such 
collapses result in explosions that look like Type II supernovae. Third, some unknown fraction 
of active pulsars are not beaming towards earth. A beaming fraction, /, of approximately 

0.2 (i.e. one fifth of active pulsars beam in our direction) is often assumed, but some studies 
suggest that / may be significantly larger, particularly for short period pulsars (Narayan and 
Vivekenand 1983, see also Lyne and Manchester 1988). H all young pulsars are surrounded by 
a Crab-like plerion nebula, these should provide a beaming-independent means of identifying 

neutron stars in supernova remnants, as well as providing information about the beaming factor 
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(Becker 1987, Seward 1987, also Helfand in this volume). Finally, most supernova remnants 

are quite distant, so any pulsars in them are would be hard to detect. 

2.4 Young pulsars 

The four pulsars associated with galactic supernova remnants are listed in Table 1. Also listed 

in Table 1 is a pulsar, so far detected only at optical and X-ray wavelenths, associated with 

the remnant 0540-64.3 in the Large Magellanic Cloud (Seward 1987 and references therein), 

with properties very similar to the Crab. As would be expected from the standard model 

these all have short periods, large slowdown rates, small characteristic ages and relatively high 

magnetic fields. However, given the present parameters of these pulsars, there must have been 

considerable variation in their properties at birth. For example, PSR1951+32 has the largest 

characteristic age of these four pulsars, yet has a period only a six milliseconds longer than the 

Crab, the youngest of the pulsars. PSR1509-58, with a characteristic age only slightly larger 

than the Crab, has a period five times as long and a magnetic field five times larger. 

TABLE 1 

Pulsar Remnant P P T B 
(ms) (10-15 s s-l) (yr) (1012 G) 

0531+21 Crab nebula 33. 420. 1240 3.7 

0540-69 0540-64.3 (LMC) 50. 479. 1670 4.9 

0833-45 Vela 89. 125. 11000 3.3 
1509-58 MSH15-52 150. 1520. 1560 15. 
1951+32 CTB80 40. 5.92 110000 0.5 

The Crab pulsar, since its discovery in 1968, has provided the standard picture of a young 

pulsar, so it useful to look at it in somewhat more detail. It is the only known pulsar connected 
with a historical (1054AD) supernova. It has the smallest characteristic age of any pulsar and 
the shortest period of any pulsar not believed to have undergone spin-up. It energy loss rate is 

more than twenty times higher than that of any other pulsar in the Galaxy; however, nineteen 

pulsars have higher values of L400. It is one of the few pulsars for which P has been measured 

(-2.8 X 1O-24 s-1). This allows one to compare a pulsar's observed period evolution with 
that predicted by various theoretical models. The comparison is generally parametized by the 

"braking index" , n, defined by the relation P oc p2-n. For the Crab pulsar n = 2.5, reasonably 

close to the value expected for pure magnetic dipole radiation, n = 3. A braking index has 

also been measured for PSR1509-58 which, at n = 2.8, is also close to that expected for dipole 
radiation. 

Unlike most radio pulsars, the Crab pulsar emits pulsed radiation throughout most of 

the observable spectrum: at infra-red, optical, x-ray and '"I-ray, as well as radio wavelengths. 

The luminosity integrated over all bands, ;::: 1035 erg s-l, is compatible with the pulsar's total 

energy loss rate. The pulsar is surrounded by a continuum nebula, which also emits from radio 

to '"I-ray wavelengths, with a total luminosity of about 1038 erg s-l. Until the discovery of the 
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pulsar, the source of energy powering the emission from the nebula was unknown; the lifetimes 

of the electrons producing the high energy radiation are much less than the age of the nebula. 

Shortly before the discovery of pulsars, Pacini (1967) suggested that a rotating, magnetized 

neutron star could provide the requisite energy, and infact, the pulsar, losing rotational kinetic 

energy at a rate of 5 x 1038 erg s-1 easily does so. Though the Crab nebula is brighest such 

nebula, a number of other radio pulsars (all with large values of E) are associated to with high 

energy continuum emission (see Helfand, this volume). Many models suggest that if pulsars 

resemble the Crab pulsar at birth, they should, when young, be associated with plerion nebulae 

very similar to the Crab. 

2.5 The pulsar birthrate and the deathrate of massive stars 

According the standard model, the pulsar birthrate should be equal to the rate at which Type 

II supernova occur, which in turn should be equal to the death rate of massive stars. Present 

evidence suggests that any discrepancies in these rates are not serious, though there are large 

uncertainties in all of them. A number of calculations (e.g. Lyne, Manchester and Taylor 1985, 
Narayan 1987) arrive at a pulsar birthrate of about 1 per 60yr in the Galaxy. The uncertainty 

in this rate is about a factor of two in either direction and is due to uncertainties in the beaming 

factor and in pulsars lifetimes, and to the heavy reliance of the calculations on the small number 

of low luminosity pulsars nearby enough to be detected. 

Current estimates of the supernova rate (e.g. Tammann 1982, van den Bergh, McClure and 

Evans 1987) lie in the range 1 per 30 to 110yr in the Galaxy, with about half of these being 

Type II. The birthrate of Crab-like supernova remnants (plerions) appears to be somewhat 
lower: 1 per 120 to 300yr (Reynolds and Fix 1987, Srinivasan, Battacharya and Dwarakananth 
1984), suggesting that some young pulsars may not be associated with such objects even in their 

earliest years. The relevant stellar death rate depends on the mass range of pulsar progenitors. 

To produce one pulsar every 50yr, standard galactic birthrates (e.g. Miller and Scalo 1979) 

require all stars larger than 9 Me form pulsars, or alternately, all stars in the range 8 - 30 Me, 
or as another alternative, all stars in the range 6 - 11 Me. These ranges are based on pulsar and 
stellar birthrates calculated for the Galaxy as a whole. Blaauw (1986) examines the local pulsar 

birthrate and local stellar deathrate and concludes that all stars larger than 6 Me must form 

pulsars. The pulsar birthrate is then compatible with stellar death rates, as long as all (or at 

least most) stars larger than 6 - 9 Me form pulsars. This is compatible with current theoretical 
supernova models which suggest that stars larger than about 8 Me are the progenitors of 
neutron stars (e.g. Trimble 1984, Woosley and Weaver 1986). 

3. SHORTCOMINGS OF THE STANDARD MODEL 

From the evidence discussed above, the standard model outlined in the introduction, appears 

to be a good first order description of pulsars birth and evolution. However, many questions 

remain as to just how complete a description it is. This section outlines a number of possible 
complications to the simple picture described earlier and considers three (the effects of binary 

evolution, the possibility of formation via white dwarf collapse, and "injection" at long periods) 
in some detail. 
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Perhaps the most obvious problem with the standard model is that some pulsars clearly 

do not fit. These are the millisecond pulsars in the lower left region of the P P diagram (Fig. 1) 

which have very short periods but also very small slowdown rates and very small magnetic 

fields. Instead of being very young, these pulsars appear to be very old. Though it is conceivable 

that these pulsars were simply born with low magnetic fields, the absence of a continuum in 

the P P plane from Crab-like pulsars to millisecond pulsars suggests otherwise, as does the 

high incidence of binaries among short period pulsars. Four of the six known pulsars with 

periods below 12 ms are members of binary systems, and as discussed below, the anomalous 

properties of these pulsars appear to be the result of binary evolution. Since a large fraction 

of pulsar progenitors begin thier lives in binary systems, the possibility that many seemingly 

ordinary pulsars have been effected by a binary past should be considered. IT this is the case, 

statistical determination of quantities such as the magneitc field and luminosity decay times, 

pulsar lifetimes, or estimates of the initial pulsar period distribution may be in error. 

As mentioned in §2.3 it is possible that not all Type II supernova produce neutron stars. 
More important for understanding the pulsar population is the possiblity that some pulsars are 

produced by processes other than Type II supernovae. One alternate process is the accretion 

induced collapse of a white dwarf, and since white dwarfs are numerous objects, this process 

could contribute substantially to the pulsar birthrate. IT it does, the properties of these pulsars 

may be significantly different from the properties of pulsars formed in collapse of massive stars, 

and these differences may be important in understanding the evolution of the pulsar population. 

Though it is usually assumed that pulsars are born with fields;;:: 1012 G, this assumption 

has been questioned on both theoretical and observational grounds. The recent discovery of 
1951+32 (Kulkarni et al. 1988) an apparently young pulsar with a magnetic field of 5 X 1011 G 

brought renewed interest in this possibility and in the model proposed by Blandford, Applegate 

and Hernquist (1983) that pulsar fields are built up over thousands of years by a dynamo 

mechanism. Timing measurements should soon indicate if this pulsar's field is infact growing 

on such timescales (Fruchter et al. 1988a), but as yet there is little direct evidence for late 
turn-on of magnetic fields. The Crab pulsar shows that some pulsars have strong fields within 

1000yr of their birth, and 1951+32 may not be as anomalous as a comparision with the Crab 
and the other pulsars listed in Table 1 might suggest. In a statistical analysis of the pulsar 

population, Lyne, Manchester and Taylor (1985) conclude that the mean pulsar magnetic field 

at birth is 7.5 X lOll G, only slightly larger than the field of 1951+32. As can be seen in Figure 3, 

1951+32 and the rest of the pulsar population (excepting millisecond pulsars) are compatible 
with a model in which pulsars are born with fields in the range 3 X 1011 G - 3 X 1013 G which 

decay on times scales of 5 - 10 Myr. 

A number of authors have questioned the assumption that all pulsars are born with short 

spin periods, and suggest that a substantial fraction of pulsars are born with periods of a few 

hundred milliseconds. This hypothesis is commonly refered to as "injection" (the idea being 

that pulsars are "injected" into the population at long periods). The best direct evidence 

for this hypothesis would be the discovery of a long period pulsar in a supernova remnant. 

As yet none has been found, but, given the small number of pulsar - SNR associations, this 

does not provide a strong argument against the hypothesis. As discussed in §3.3, evidence 

for injection (and it is by no means conclusive) comes mainly from statistical analyses of the 
pulsar population which suggest that there are not enough young pulsars observed to sustain 
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the population of older pulsars. The scarity of Crab-like supernovae remnants in the Galaxy is 
also cited as evidence that some pulsars are born rotating slowly (Battacharya and Srinivasan 
1987), because, if they are rapidly rotating (P $ 50ms), neutron stars with high magnetic 
fields (B ~ 1012 G) should power observable plerion nebulae independent of their observability 

as radio pulsars. 

3.1 Binary evolution and spun-up pulsars 

Most main sequence stars ($:::l 80%) have at least one companion, whose presence may, depending 
on the system's parameters, have a marked effect on the primary's evolution, and on the ob
servable properties of any neutron star it produces. The formation of pulsars in binary systems 
is often used to explain the properties of individual pulsars as well as certain characteristics of 
the pulsar population as a whole; most relevant to the present discussion is the possibility that 
binary evolution causes pulsars to deviate significantly from a simple "born fast, slowdown, 
fade and die" life history. 

In a binary system of main sequence stars formed at (approximately) the same time, the 
more massive star (the primary) evolves more quickly than its companion. H the binary is tight 
enough (a separation of $ 1000RG) the primary overflows it Roche lobe as it leaves the main 
sequence and becomes a red giant. Mass is then either transfered to the companion or lost from 
the system. H the orginal mass of the primary is large enough (~ 8 - 12 MG), depending on 
how much mass loss takes place) its core eventually explodes as a supernova, forming a neutron 
star. H, assuming a circular orbit and a symmetric explosion, half the total pre-explosion 
mass of the system is ejected, the system becomes unbound. This is the fate of most binary 
systems, particularly the substantial fraction of wide systems in which mass tranfer does not 
occur (Dewey and Cordes 1987). However, if the mass ratio of the original binary is close to 
unity, or if the secondary accretes a significant amount of mass, the system can survive the 
explosion intact. It is this case that is of interest here. 

H binary is disrupted, the neutron star formed in the supernova should look very similar to 
puslars produced in the explosion of single stars, except, sometimes, for a higher velocity. H the 
system remains bound it consists of the neutron star remnant of the primary and the secondary 
which is usually still near the main sequence. To date no radio pulsar with a main sequence 
companion has been found which may be due simply to the small number statistics of binary 
pulsars. However, it may be an indication that the presence of a main sequence companion 
(through the effects, perhaps, of its stellar wind) prevents a neutron star from acting as an 
observable radio pulsar. 

H, during its evolution, the secondary overflows its Roche lobe, mass is transfered to the 
neutron star, which then probably appears as an X-ray source but not a radio pulsar. This 
accretion is believed to produce the combination of short period and small slowdown rate seen 
in millisecond pulsars. Detailed descriptions of this scenario can be found in Alpar et al. (1982) 
and van den Heuvel (1984, 1987). To summarize the argument briefly: angular momentum, 
as well as mass, is transfered from the evolving star to the neutron star, with the amount of 
angular momentum dep~nding on the velocity of the matter when it is captured by the neutron 
star. The point at which capture takes place is determined by the strength of the neutron star's 
magnetic field: the weaker the field, the closer to the neutron star capture occurs, and the larger 
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the Keplerian velocity and specific angular momentum of the accreted matter. The neutron 

star accretes matter and angular momentum until it is co-rotating with the infalling matter at 

the capture radius, at which point equilibrium is reached. In this model the equilibrium spin 

period of the pulsar, p.q , is proportional to B6 / 7• Standard pulsar parameters and accretion 

at the Eddington limit yield 

p.q 1':1 2Bg/7 ms 

where Bg is the magnetic field in units of 109 G. This can also be written P 1':1 10-15 p4/3, 
which is shown as the ·spin-up line" in Figure 1. According to this model, spun-up pulsars 

should lie near or below the spin-up line as the millisecond and binary pulsars do. 

Clearly, to be spun up to millisecond periods, neutron stars must have magnetic fields 

significantly smallar than the 1012 G fields that, according to standard model, they have at 
birth. This is one of the strongest arguments for magnetic field decay in neutron stars: for the 
spin-up model to work, the actual magnetic field, not just the spin down torque it produces, 

must be low. Pulsars with large magnetic fields but small spin-down torques (because, for 

example, the magnetic field and spin axes are aligned) can not, according to this model, be 

spun up to millisecond periods. 

Assuming magnetic field decay takes place independent of accretion (e.g. Taam and van 
den Heuvel 1986), p.q depends on the time elapsed between the formation of the neturon star 

and the end of mass transfer, which depends on the mass of the secondary. The less massive 
the secondary, the smaller p.q • Whether the system remains bound after the secondary has 

completed its evolution also depends on the secondary's mass. If it is massive enough it will 

explode as a supernova and form a neutron star. In this case there is a high probability that the 

system is disrupted, producing two isolated neutron stars, one of which may have undergone 

spin-up, and one of which is an ordinary young pulsar. If the binary is not disrupted by this 

explosion, the final system consists of two neutron stars in an eccentric orbit, as seen in PSRs 

1913+16 and 2303+46. Slightly less massive secondaries may disrupt completely in a carbon 

deflagration supernova, leaving the remnant of the primary as an isolated, possibly spun-up 

neutron star. Many of the less massive secondaries collapse quietly to white dwarfs, leaving the 

system bound. PSRs 0655+64,0820+02, and 1855+09 (and probably the other circular binary 
pulsar systems) are of this type. The discovery of PSR1957+20 (Fruchter et al. 1988b, also 

in this volume) suggests that in some binaries the radiation from the neturon star eventually 

evaporates the companion (e.g. Ruderman, Shaham and Tavani 1988, Phinney et al. 1988, see 

also Ruderman and Shaham in this volume), explaining the existence of isolated millisecond 

pulsars. It is not yet clear whether this mechanism is important to understanding isolated long 
period pulsars. 

Although spin-up scenarios are most commonly applied to binary pulsars, as just seen, 

some single pulsars have probably been affected, and it is useful to consider what fraction of 

the total pulsar population these comprise. Dewey and Cordes (1987) in outling the possible 

paths of binary evolution find that 2 - 15% of single neutron stars may have undergone spin

up; the relevant paths are ones where a binary system survives the explosion of the primary, 

but not that of the secondary, and in which the neutron star undergoes accretion during the 

evolution of the secondary. The fraction 2 - 15% is compatible with the observation that 

about 25% of the pulsars in Figure 1 lie below the spin-up line. The properties of isolated, 
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spun-up pulsars, in particular their periods and magnetic fields, should depend strongly on the 

distribution of companion masses and on the timescale for magnetic field decay, and may be 

useful in constraining scenarios of pulsar evolution in binary systems. 

3.2 White dwarf collapse 

The evolution of a binary system whose primary has a mass $ 8 - 12 M0 is similar to that 

outlined above, except that the primary forms a white dwarf rather than a neutron star. 

IT the secondary overflows its Roche lobe during its evolution, the white dwarf may accrete 

enough matter to be pushed over the Chandrasekhar limit and form a neutron star. It has 

been suggested that a number of the binary pulsars were formed this way (van den Heuvel 

1984, 1987). Since many more stars end their lives as white dwarfs than explode in Type 

II supernovae, the possibility that accreting white dwarfs eventually form pulsars raises the 

possibility that a condsiderable fraction of the pulsar population might be formed this way. 
Such pulsars could be expected to have birth properties significantly different from those formed 

in Type II supernovae. In particular, they would probably have smaller velocities, and possibly 
a wider initial z-distribution. It is easy to imagine that their initial period and magnetic 

field distributions would be different from those of normal pulsars, though the nature of these 

differences is hard to assess. 
Current research (e.g. Nomoto 1987, Woosley 1987 and references therein) suggests that 

only a small fraction of accreting white dwarfs do, in fact, form neutron stars. The best 

candidates appear to be ONeMg white dwarfs formed from massive (8 - 12 M0 ) stars which 

have undergone mass loss, and very old CO white dwarfs. Younger CO white dwarfs probably 

disrupt completely if enough mass is accreted to trigger an explosion; these are believed to be 
the progenitors of Type I supernovae. The rate of mass transfer may also be a critical factor in 

determining which white dwarfs (if any) can collapse to form neutron stars. For a large range 

of accretion rates, nova outbursts on ths surface of the white dwarf prevent a sufficient amount 

of mass from accreting. 

The best constraint on the number of pulsars formed from collapsing white dwarfs may 

be provided by the scarcity of binary pulsars. It is difficult for collapsing white dwarfs to 

form single neutron stars, since very little mass is ejected in the process. For the system to 

become unbound, the secondary must either be massive enough to explode and disrupt the 

system, or in some way be completey disrupted itself. The number of systems in which the 

secondary is massive enough to explode, even though the primary formed a white dwarf, is 
small, but not negligible. The results of Dewey and Cordes (1987) suggest that, if only ONeMg 

white dwarfs are considered, it would take very favorable circumstances for more than 20% of 
isolated pulsars to be formed this way, and that the number is probably considerably lower. It 

seems fairly safe to conclude that though white dwarf accretion may be an important mechanism 

for forming binary pulsars, it probably does not contribute substanstially to the total pulsar 

birthrate. However, like the spun-up neturon stars described above, pulsars formed via white 

dwarf collapse may complicate the models needed to fully understand the pulsar population. 
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3.3 Injection 

The major arguments for injection, the hypothesis that some pulsars are born with, or first 

become visible with, relatively long periods, comes from statistical analyses of the pulsar pop

ulation. In one of the first of these, Vivekanand and Narayan (1981), consider the "current" of 
puslars from short to long periods and find that there are not enough short period pulsars to 

support the population of longer period pulsars. Lyne, Manchester and Taylor (1985) conclude 

that injection is not required if L - P P, while Chevalier and Emmering (1986), assuming 

L - pI/3 p-I, conclude that it is. These analyses use as their basic data set pulsars discovered 

in major surveys carried out prior to 1980, all of which suffered from a bias against short period 

objects (e.g. Dewey et al. 1984). This raises the possibility that any shortage of young pulsars 

is due entirely to selection effects. 

Narayan (1987) re-does the pulsar current calculation using a similar data set, but with 

a careful accounting of search selection effects and again finds a need for injection at periods 

up to 0.5s. On the other hand Stollman (1987), also using a similar data set, finds no need 

for injection. The major differences in these two analyses lie in their assumptions about the 
evolution of pulsar luminosities and beaming factors. N ayaran uses L _ pI/3 p-I and, based 

on the results of Narayan and Vivekanand (1983), assumes that the beaming factor falls from 

f t::$ 1 at P < .2 s to f t::$ 0.25 at P = Is. Both thllse assumptions suggest that young pulsars 

should be easily detectable, being very luminous and sweeping out a large fraction of the sky. 
Stollman, on the other hand, uses a luminosity relation that flattens at large values of pI/3 p-I, 

and assumes no evolution in the beaming factor. As of now it is impossible to say which of 

these models is more realistic. However, it appears that doing so will be necessary before the 
initial period distribution of pulsars can be accurately assessed. 

Two recent pulsar searches (Stokes et al. 1985, 1986 and Clifton and Lyne 1986) with good 
period sensitivity to periods as short as 10 - 20 ms should help resolve some of the problematic 

issues in injection calculations. The searching strategies of the two surveys differed signifcantly; 

Stokes et al. covered a large area of sky and were sensitive mainly to pulsars within 2 - 3 kpc, 

while Clifton and Lyne concentrated their efforts on a smaller area of sky looking for distant 
objects in the galactic plane towards the inner portion of the Galaxy. Stokes et al. found 20 

new pulsars, all with P > lOOms and DM < 300cm-3 pc. Period derivatives have now been 

measured for 17 of these pulsars (Dewey et al. 1988) and only two show characteristic ages 

less than 1 Myr. This search, which covered a region of the Galaxy similar to those probed by 

previous surveys, did not uncover a previously missing population of young pulsars. 

Clifton and Lyne found 40 new pulsars, most with DM > 300cm-3 pc. These pulsars 

have significantly shorter periods than the observed pulsar population as a whole. As yet only 

three of these pulsars have published values of P, but of these, two have T < 25, OOOyr (smaller 

than all but three previously known pulsars), and the third has T t::$ 150, 000 yr. These prelimi

nary results suggest that the Clifton and Lyne pulsars may be significantly younger than most 

previously known pulsars. They may, therefore be the pulsars that injection calculations find 

to be missing. This interpretation, however, is not entirely obvious. The dispersion measures of 

these pulsars are considerably larger than those of most previously known pulsars, suggesting 

that Clifton and Lyne probed a more distant portion of the Galaxy than previous searches. If 

there was a deficiency of young, short period pulsars amoung the local population (on which 
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most statistical analyses have been based) it is not clear that the Clifton and Lyne discover

ies remove it. These pulsars appear to be highly luminous and should add considerabley to 
our understanding of the relation between L, P, and P, though given the undertainties in the 

electron distribution in the inner galaxy, the translation from dispersion measure to distance 
must be done with caution. Further study of these pulsars (e.g. period derivatives, dispersion 

independent distances, pulse polarization studies) should significantly improve our understand

ing of the ages, magnetic fields, luminsosities, and beam shapes of short period pulsars, and in 

doing so should add valuable data to analyses of pulsar statistics. 

A number of explanations have been proposed as to why pulsars might be born as slow 

rotators (Narayan 1987). One of the more interesting is that the neutron star is not actually 

born rotating slowly, but is hidden by a binary companion on or near the main sequence see for 

a substantial time after its formation. Under favorable circumstances the models delineated by 

Dewey and Cordes (1987) suggest that 5 - 20% of pulsars might be affected, which is compatible 
with the fraction of injected pulsars (50%) found by Narayan. Narayan also found injection to 

be more prominent in high magnetic field pulsars, which is consistent with this model: if the 

pulsar undergoes spin-up, its period, when it first becomes visible, should be directly related 
to its magnetic field. 

4. SUMMARY 

Simple models of pulsar birth and evolution, such as that outlined in the introduction, are 

sometimes refered to as "the standard lies". This is a rather uncharitable description - "the 

standard half-truths", or even "the standard three-quarter-truths" is probably nearer the mark. 

The model in which pulsars are born in Type II supernovae, with large magnetic fields and short 

periods, and in which their later evolution is dominated by the effects of the dipole magnetic 

field is consistent with much of the observational data on pulsars. Y owever, much work remains 

to be done on questions such as the initial period distribution, the role of magnetic field decay 

and alignment, and the effects of binary evolution (to name a few) in order to sort out the lies, 
the truths and the half-truths. 
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X-RAY BINARIES AND RADIOPULSARS IN GLOBULAR CLUSTERS 

Frank Verbunt 
Max Planck Institut fur Extraterrestrische Physik 
D-8046 Garching bei Munchen 
Federal Republic of Germany 

Abstract. Globular clusters contain a relatively large number of low-mass x
ray binaries and low-magnetic-field radiopulsars. This can be understood as a 
consequence of the high number densities of stars in the cores of some globular 
clusters. Close encounters between neutron stars and main-sequence or (sub)giant 
stars lead to the formation of low-mass X-ray binaries, some of which may evolve 
into binary radiopulsars. If the binary is destroyed, the neutron star - rotating 
rapidly if it has accreted enough matter from its companion - may become a 
single radiopulsar. Accurate theoretical predictions of the number of low-mass X
ray binaries in globular clusters are not possible, since the number of neutron stars 
in globular clusters, and the life time of low-mass X-ray binaries are both uncertain 
by an order of magnitude. 

1. Introduction 

This article reviews the ideas put forward to explain why there are so many low
mass X-ray binaries in globular clusters: the globular cluster system of our galaxy 
contains fractions of about 0.0001 of the mass, but about 0.1 of the low-mass X-ray 
binaries of our galaxy /Katz 1975/. In Section 2 I therefore start with a summary of 
what we know about low-mass X-ray binaries. The physical processes that may lead 
to the formation of low-mass X-ray binaries in globular clusters, and the appreciable 
uncertainties in our understanding of them, are discussed in Section 3. To calculate 
the numbers of different types of low-mass X-ray binaries that may be formed in 
globular clusters, we use the stellar number densities as derived from the initial 
mass function, and taking the effect of mass segregation into account. This account 
of the formation of low-mass X-ray binaries, and the evolution of some of them into 
binary or single radiopulsars, is made up in Section 4. A summary of the results 
and the conclusions that may be drawn are given in Section 5. 

Of the earlier reviews of low-mass X-ray binaries in globular clusters some 
/Grindlay 1987, 1988, Hertz 1984, and Lewin & Joss 1983/ mainly discuss the 
observations, others /Verbunt & Hut 1987, Verbunt 1988a/ consider the problem 
more from the theoretical point of view, like this paper. In addition, several papers 
in these proceedings deal with radiopulsars and X-ray sources in globular clusters. 
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2. The nature of low-mass X-ray binaries 

Low-mass X-ray binaries come in different varieties, which are easiest discriminated 
by their orbital periods (Figure 1). 
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Figure 1. The orbital period distributions of cataclysmic variables and low-mass 
X-ray binaries. Data mainly from /Ritter 1987/ The systems with orbital periods 
between about 80 min and 10 hr probably contain stars close to the main-sequence as 
mass donors. Systems with periods longer than 10 hr contain (sub)giant donor stars. 
Systems with periods shorter than 80 min contain He rich stars. Mass transfer is 
driven by loss of angular momentum from the binary for systems with orbital periods 
less than about 10 hr, and by expansion of the donor radius in systems with orbital 
periods longer than about 10 hr. 

Systems with orbital periods longer than about 10 hr contain low-mass (sub)
giant donor stars. In these systems the mass transfer is driven by the radius 
expansion of the donor, driven by the nuclear evolution of its core. The mass
transfer rate is roughly given by M2/M2 ~ R2/ R2, where M2 and R2 are the mass 
and radius of the donor star, and the dot indicates the time derivative. Systems 
with shorter orbital periods evolve via loss of angular momentum from the orbit, 
which drives the two stars together, and causes mass transfer at a rate of roughly 
M2I M2 ~ jorb/ Jorb. In systems with orbital periods between about 80 min and 
10 hr, the mass donor can be a main-sequence type star, and the loss of angu
lar momentum is caused by gravitational radiation, and probably some additional 
mechanisms like magnetic braking. In systems with orbital periods less than 80 
min the mass donors are thought to be helium rich stars - degenerate or helium 
burning - and the loss of angular momentum may be due solely to gravitational 
radiation. The evolution of low-mass X-ray binaries is reviewed in, e.g., /Savonije, 
1983, and Verbunt, 1988b/). 
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3. Capture of neutron stars 

To understand the presence of a relatively large number of low-mass X-ray binaries 
in globular clusters, one must understand how (sub)giants, main-sequence stars, 
or helium-rich stars can get close to neutron stars. A promising mechanism for 
this is tidal capture in close encounters between these stars and neutron stars, 
important in globular clusters thanks to the large number density of stars in the 
cluster cores /Sutantyo 1975, Fabian, Pringle and Rees 19751- Another possibility, 
less important in practice, is the exchange of an ordinary star in a binary with a 
neutron star /Hills 1976/. We will discuss these possibilities in turn. 

3.1 Tidal capture in close encounters between single stars 

During a close encounter between two stars, tidal forces will cause a deformation 
of the stars with respect to their original spherical forms. The energy required for 
the deformation is taken from the relative kinetic energy of the two stars. If this 
deformation energy is rapidly dissipated, the two stars may become bound. It is 
through this process of capture via dissipation of tidal energy that low-mass X-ray 
binaries may be formed in the core regions of globular clusters /Fabian, Pringle & 
Rees 19751-

A simple estimate for the closest approach required can be made as follows (see 
/Verbunt & Hut 1987/). Consider a neutron star with mass m, which has a velocity 
at infinity v with respect to a target star with mass M and radius R. The relative 
kinetic energy of the two stars is given by 

E = ~ mM v2 
k 2m+M (1) 

At the distance of closest approach d, the height h and mass mt of the tidal bulge 
are roughly given by 

h R 3 
mt~k-M~k(-) m 

R d 

where k is the apsidal motion constant. The energy Et of the bulge can be estimated: 

(2) 

If a) E t > Ek, and b) the tidal energy is dissipated, a binary is formed. Condition 
a) can be rewritten: 

(3) 

where the normalizations are on values characteristic for globular clusters. 
A more accurate semi-analytical estimate of the distance at which capture en

sues, must include higher order deformation terms. Due to the strong dependence 
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on d of the tidal energy in the deformation (see eq.(2))' these more accurate calcu
lations /Giersz 1986; Lee & Ostriker 1986; McMillan, McDermott & Taam 1987/ 
give almost the same result as the rough estimate above. It is interesting to note 
that this approach breaks down when the energy in the tidal bulge is larger than 
its binding energy to the stellar core, as can be the case in close encounters with 
large giants /McMillan et al. 1987, Bailyn 1988/. 

Another way to improved accuracy is the numerical study of close encounters 
between stars consisting of N particles. In such studies it is found that some mass 
can be lost from the system /Gingold & Monaghan 1980/, carrying a substantial 
amount of angular momentum /Benz & Hills 1987/. The occurrence of such effects 
limits the reliability of the semi-analytical calculations, which do not include mass 
loss. A neutron star at the very surface of a low-mass main-sequence star exerts 
a tidal force which is sufficient to disrupt the star completely /Krolik 1984/. Cal
culations of direct hits between a compact star and a N-particle star suggest that 
the matter of the disrupted star can form a massive disk around the compact star 
/Shara & Regev 1986; Soker et al. 1987/. 

The calculations so far indicate that capture will occur if the compact star 
approaches to within 2 to 3 times the radius of the target star. Whether a capture 
leads to merging of the two stars, possibly in the form of a massive disk around 
the compact star, or to binary formation, depends on the mass ratio of the two 
stars, on the closest distance, on the stellar structure of the target star, and on 
the relative velocity. The number of realistic calculations is too small to enable 
us to estimate the cross sections for these different possibilities with accuracy. For 
illustrative purposes, I will assume in this paper that a direct hit - i.e. a closest 
approach with d < R - leads to merging, and a closest approach between one and 
three radii - R < d < 3R - to binary formation. 

The cross section for closest encounters at distance d is easily derived from 
conservation of energy and angular momentum in a Keplerian orbit: 

d2( 2G(m + M)) d 2G(m + M) 
U = 7r 1 + 2d ~ 7r 2 v v 

For number densities nc and n for the compact and target stars, respectively, the 
capture rate of compact stars per unit volume can be written: 

3.2 Exchange encounters with binaries 

If we consider all stars as point sources, a close encounter between a single star and 
a binary can have three different outcomes: the binary may be dissolved (which 
may be called ionization), the binary parameters may be changed by the encounter 
(excitation), or the single star may swap places with one of the binary members 
(exchange): see Figure 2. Accurate cross sections for these processes are known 
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CLOSE ENCOUNTERS BETWEEN A SINGLE STAR AND A BINARY 

ionization excitation exchange 

Figure 2. The different possible outcomes of encounters between a single star and 
a binary, for three point-mass stars. For finite stars, merging between two or all 
three stars are possible. 

only for the case where all three stars have the same mass /Hut & Bahcall 1983; 
Hut 1984/. 

If the finite size of the stars is taken into account, the cross sections for these 
different processes may be affected by mass loss, and by tidal forces, and direct 
collisions between stars may lead to merging of two or all three stars. Hitherto, 
these processes have not been much studied. 

Strong interaction between a single star and a binary, will most often occur via 
the formation of a temporary triple system, the so-called resonance scattering. The 
rate of resonance scattering, in the case of three equal point masses m, is /Hut & 
BahcallI983/: 

For equal masses, the incoming star will remain in the binary in 2 out of every 3 
encounters. If the incoming star is more massive, its chance of ending up in the 
binary is larger. From Eqs. (4) and (5), one sees that exchange via resonance 
scattering gains on tidal capture by having a larger cross section (a rather than R), 
but looses because of the number density of binaries, nbin, is much smaller than the 
number density n of single stars /Hut & Verbunt 1983/. As a result, the formation 
of low-mass X-ray binaries via exchange encounters between a neutron star and a 
binary probably does not compete with direct capture. However, close encounters 
between field stars and low-mass X-ray binaries may playa role in the formation 
of single radio pulsars in globular clusters (see Section 4.5). 
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4. The formation of different types of low-mass X-ray binaries and their 
evolution 

To calculate the formation rate of low-mass X-ray binaries in a globular cluster one 
must know the number density of neutron stars and of target stars. For the cluster 
as a whole, these can be derived from the initial mass function (Section 4.1). In the 
cluster core, where most of the close encounters occur, the more massive stars are 
over-represented, due to mass segregation (Section 4.2). The relative frequencies of 
the formation of different types of low-mass X-ray binaries can now be determined, 
albeit with appreciable uncertainty, and it will be seen that some of these binaries 
may evolve into binary radiopulsars (Section 4.3). The predicted systems can then 
be compared with the observed ones (Section 4.4). Finally, I discuss some proposals 
for the formation of single radiopulsars in globular clusters (Section 4.5). 

4.1 The stellar content of a globular cluster 

To determine the number of target stars and compact stars in a globular cluster, one 
may follow the method of /Tinsley 1974/. This method starts from the assumption 
that the initial mass function can be written as a power law, i.e. initially the 
number of stars dN(m) in a mass interval dm around mass m can be written 
as : dN(m) = Com-1- xdm. From stellar counts of main sequence stars, the 
normalization constant Co and the slope :z; can be found. One then extrapolates 
this to higher masses to find the number of progenitors of white dwarfs and neutron 
stars. 

till 
o 

STARS IN A GLOBULAR CLUSTER 

__ maIn sequence ·stars 

~~ (sublglants 

1 ~" wh I t.e dwar fs 
mto', /' 

" 
" neutron " : 

~,,/' stars 
: , . , 

Ma " .. 

log m 

Figure 9. The numbers of differ
ent stars in a globular cluster as de
rived from the initial mass function. 
The slope :z; and normalization con
stant Co of the initial mass function 
are determined by study of the main 
sequence stars, and by extrapolation 
the number of white dwarf and neu
tron star progenitors is found. (Neu
tron star progenitors have a mass 
higher than ma ~ 6 - BM0.) The 
(sub)giants all have a mass close to 
the turnoff mass mto ~ O.BM0. For 
details see text. 

The number of stars with original masses between ml and m2 is given by: 

J, m 2 -I-x Co -x -x N(mb m2) = Com dm = -(ml - m2 ) 
ml :z; 

(6) 
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If all stars more massive than ma have evolved into neutron stars, the number of 
neutron stars formed, follows from Eq.(6) as N ms ~ Com;x Ix. The number of 
white dwarfs is given by Nwd ~ Co(m~X - m;X), where mto is the maximum mass 
of main-sequence stars, the turnoff-mass. 

ma is not exactly known, but values between 6 and 8 M0 are likely /Blaauw 
1985/, possibly dependent on the metallicity. In estimating the number of neutron 
stars now present in a globular cluster, one encounters two major difficulties. First, 
neutron star progenitors have masses much higher than the stars in the observed 
part of the IMF, which have m .:5 0.8M0, so that a large and uncertain extrapolation 
is necessary. Second, the velocities of the radiopulsars in the galactic disk indicate 
that many neutron stars are born with velocities of"" 100 km/s, higher than the 
escape velocity of a globular cluster: the fraction of neutron stars that are born 
with sufficiently low velocities to remain cluster members is very uncertain. It has 
been estimated as between 16 and 40 % /Verbunt & Hut 1987; Verbunt 1988a/. 
These two difficulties lead to an uncertainty in the number of neutron stars in a 
globular cluster of at least a factor 10. 

As far as target stars are concerned, the number of main-sequence stars is 
reasonably well known, in the better studied clusters. The number of giants can be 
estimated from evolutionary calculations which give the turnoff mass mto, above 
which all stars have evolved away from the main sequence, as a function of the 
cluster age T /Rood 1972/: 

mto T 
[ogM. = -0.28 [og-g - + 0.013 logZ - 0.75 logY + 0.453 

o 10 yr 

Z and Yare the metal and helium contents of the cluster. The derivative from 
this equation relates a time interval !1t to a mass interval !1mto as: !1mto ~ 
-0.28mto!1t/r. From this the number of giants NG,i' in an evolutionary stage i 
with life time !1ti follows: 

(7) 

From Eq.(4) we see that the capture rate involves the product NG iHi" where Hi, is 
the stellar radius at evolutionary phase i. Using the stellar radius' as a function of 
age, we can calculate the chance for a star to be captured in the different phases 
of its evolution. The result is shown in Figure 4, for a star of 0.9 M0. Similar 
calculations for stars of 0.8 M0 give very similar results /Verbunt & Hut 1987; 
Verbunt 1988/. 

The numbers in this Figure do not take into account the loss of capture efficiency 
for large giants /Bailyn 1988; see Section 3.1/. The importance of this effect is small, 
since large giants have only short life times, and do not contribute much to the total 
capture rate as calculated for Figure 4. 

Normalizing on the number of captures by main-sequence stars, one finds for 
the capture rate by giants f G i /Verbunt & Hut 1987/: , 

fG· ~ NG ."Q. 
_,J ~ ,J"'" ~ 0.07 (8) 
f ms NmsRms 
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CAPTURE AS A FUNCTION OF EVOLUTION 

3 

o 
~2 
till 
01 

-I 

SweIgart & Gross (1978J 
0.9 Me Z - .0004 ., 

~<.f. ,,' 
" L>~ ~~-.f. o. 9~ .. 0.40 

(, ~ ff~ 
0" .," 0.8~ 0.35 " ;Z.75 0.30 ot:-~t:-

,,' ~ 0.61 0.25 
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.. <.' 0.42 0.20 
1> ¢ (i ) 

O.O~~lr aSs l~ 
~, core \1\ 

68 ~ of captures 
occur on maIn sequence 

-.1 -.05 0 .05 .1 .15 .2 

loQ T eff/T eff0 

Figure 4. Capture as a function 
of evolutionary stage for a 0.9 M0 
star. Parameters for the star are 
taken from /Sweigart 8 Gross 1978 
and Mengel et al. 1979/ About 68% 
of all captures occur on the main se
quence. Of the remaining captures, 
about 42 % occurs on the subgiant 
branch with core mass less than 0.20 
M0; 58 % on the giant branch. For 
some stages the cumulative fraction 
of capture after leaving the main se
quence, and the core mass are indi
cated. Thus 89 % of all captures on 
the (sub)giant branches occurs before 
the core mass of the (sub)giant has 
grown to 0.95 M0. 

The fraction 0.07 is found with the values of ~ti and R;. from the evolution calcu
lation for giants RG3 in /Rood 1972/. In Eq. (8) the distortion of the initial mass 
function due to mass segregation, which is discussed in Section 4.2, is ignored. 

4.2 The stellar content of the cluster core 

To calculate the total number of captures in a globular cluster, one must integrate 
Eq.(4) over the cluster volume. In the core region, the stellar number densities are 
much higher than outside the core, and virtually all captures occur within a few core 
radii /Verbunt & Meylan 1988/. In a globular cluster the stars with higher masses 
are concentrated towards the core. This is called mass segregation. The mass 
segregation enhances the number of neutron stars in the core of w Cen by a factor 
of 3, and in the core of 47 Tuc by a factor of 20. As a result, the capture of neutron 
stars is higher than one would estimate when ignoring mass segregation. Also, 
captures by more massive stars, in particular giants and massive main-sequence 
stars, are enhanced by mass segregation. Thus, the number of giants is enhanced 
by factors of about 2 and 4 in the cores of w Cen and 47 Tuc, respectively /Verbunt 
& Meylan 1988/. To estimate the importance of capture by giants in all globular 
clusters, one would have to know whether w Cen or 47 Tuc is more representative. 
However, only a handfull of globular clusters has been studied sufficiently well to 
make more detailed calculations of mass segregation possible. 
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W Cen mode I 7 
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whole cluster within 2 core radii 
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o. 
-.8 -.6 -.4 -.2 -.8 -.6 -.4 -.2 

log II\US (~) 
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Figure 5. The mass functions for w Cen (top) and -17 Tuc (bottom) for the 
cluster as a whole (left) and for the innermost region at r < 2rc (right). The data 
for the figure are from Verbunt 8 Meylan 1988. The hatched blocks indicate the 
compact stars: the white dwarfs are distributed in three groups with masses around 
0.58, 0.74 and 1.1 Mev, the neutron stars all are 1.4 Mev. (The mass scale of 
the graph is not valid for the 1.1 Mev white dwarfs or for the neutron stars.) The 
numbers of neutron stars shown in the Figure are based on the assumption that all 
neutron stars formed in the cluster still reside there. In reality, a large fraction of 
them probably was born with a velocity high enough to escape from the cluster. The 
relative importance of the more massive stars is enhanced in the core due to mass 
segregation, in particular in the centrally condensed cluster 47 Tuc. 

4.3 Formation of different types of binaries 

Knowing the number densities of the neutron stars and of the target stars, as well 
as the capture cross section, we can calculate the relative frequencies of the different 
types of close encounters. A schematic overview is given in Figure 6. 
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The most frequent encounters involving a neutron star, are those with main
sequence stars. In 1/3 of these cases, the encounter will be a direct hit, which 
presumably leads to the complete destruction of the main-sequence star (see Section 
3.1). For a short time a massive disk may be formed around the neutron star, but 
accretion of some of the disk matter will produce enough radiation to blow the 
rest of the disk mass away. Thus the neutron star may emerge from this encounter 
virtually unchanged. In the other 2/3 of the encounters between a main-sequence 
star and a neutron star a binary may be formed with an orbital period in the range 
of hours (see Figure 1). Loss of angular momentum will cause the binary stars to 
move together, and the binary shows up as an X-ray source, when mass transfer 
starts. 

Close encounters between a neutron star and a (sub )giant are less frequent. In 
a moderately concentrated cluster like w Cen encounters with (sub)giants are about 
7 times less frequent than encounters with main-sequence stars, but in the strongly 
concentrated cluster 47 Tuc they are only 3 times less frequent. Thus the relative 
importance of encounters with (sub)giants can vary appreciably between clusters. 
1/3 of the encounters between a neutron star and a (sub)giant will be direct hits. 
It has been suggested /Verbunt 1987/ that a direct hit causes the neutron star and 
the giant core to orbit one another within the giant envelope. In that case, the 
friction with the giant envelope causes the two stars to spiral together, until the 
energy released by the friction is sufficient to expell the envelope. At that point 
the neutron star and white dwarf may have spiralled in to an orbit on the order of 
10 min. Such a system can become an X-ray binary, evolving under the influence 
of gravitational radiation. 

In the remaining 2/3 of encounters between a giant and a neutron star, a binary 
may be formed, in which mass transfer will occur because of the giant expansion 
(see Section 2). The orbital period depends on the size of the giant at the moment 
of capture. For a subgiant close to the main sequence Porb is about a day. The mass 
transfer will stop once the giant envelope is exhausted, and a wide binary with a 
neutron star and a white dwarf remains. The neutron star rotates rapidly, after 
having accreted the giant envelope matter, and can show up as a pulsar once mass 
transfer has stopped. Thus, the capture of a neutron star by a giant eventually 
leads to a binary radiopulsar. The orbital angular momentum of a binary can be 
written Jorb = mM..jGa/(m + M), where m and M are the masses of the two 
stars, and a is the semi-major axis. Assuming that the mass transfer from the giant 
to the neutron star is conservative, i.e. that total mass and angular momentum of 
the binary are conserved, the ratio of the semi-major axis after and before mass 
transfer can be calculated, and - using Kepler's law - also the ratio of the orbital 
periods: 

af (miMi)2 
ai = (m f M f )2 (9) 

Here the indices i and f refer to the initial and final situation, respectively. For 
example, a neutron star with mass 1.4M0 captured by a giant with mass 0.8M0, 
may accrete the 0.6 M0 giant envelope, causing a to increase by a factor "" 8 and 
Porb by a factor "" 20. 
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4.4 Comparison of observed systems with the predictions. 

We can now compare these formation and evolution scenarios with the observed 
systems. The scenarios are summarized in Figure 6, the observations in Table 1. 

Table 1. Parameters for low-mass X-ray binaries (with known orbital periods) 
and radiopulsars in globular clusters. From left to right the Table gives the position 
of the source, the pulse period (for radiopulsars), the orbital period, the probable 
companion mass, the cluster identification, and the reference of the discovery paper. 
(Notice that the two pulsars in 47 Tuc were discovered after the conference.) 

Globular clusters which contain a bright X-ray source for which no binary pa
rameters are known are: NGC 1851, Liller 1, NGC 6440, NGC 6441, NGC 6712, 
Terzan 1, Terzan 2 and Terzan 9. For references see /Bradt & McClintock 1983/. 

source P Porb e Me cluster ref 

X-ray binaries with known orbital period 
1820 - 30 864s 0.05M0 NGC 6624 1 

2127 + 12 0.35d M 15 2 

radiopulsars 
1821 - 24 3.1ms M28 3 

0021 - 72A 4.5ms 0.02d 0.33 0.02 M0 47 Thc 4 

0021 - 72B 6.1ms 7-95d 47 Tuc 4 

1620 - 26 11.1ms 191.4d 0.025 0.35M0 M4 5 

2127 + 12 110.7ms M 15 6 

1 Stella, Priedhorsky & White 1987 2 Ilovaisky et al. 1987, Hertz 1987, Naylor 
et al. 1988 3 Lyne et al. 1987 4 Ables et al. 1988 5 Lyne et al. 1988 6 Wolszczan 
et al. 1988 

For most X-ray sources in globular clusters the orbital period is not known, 
hence we do not know via which channel these binaries were formed. Their number 
is compatible (within the appreciable uncertainty) with the formation rate expected 
according to Eq.(4): a dense globular cluster can have a stellar number density in 
the core of about 105 pc-3• With a core volume of a few cubic parsec, and the 
relative numbers of main-sequence and neutron stars as in Figure 5, one finds a 
formation rate of order 1 every 109 yr. The life time of low-mass X-ray binaries is 
very uncertain. If it is in the range of 109 yr, one would expect of order one bright 
X-ray source in the densest clusters, as observed. 

The 11 minute binary in NGC 6624 can be located in Figure 6, as having formed 
via a collision of a neutron star with a giant, and subsequent spiral-in /Verbunt 
1987/. In another scenario suggested for this source, a neutron star was captured by 
a main-sequence star, and spiral-in occurred once this main-sequence star started 
to ascend the (sub )giant branch /BaiIyn & Grindlay 1987/. However, it is unclear 
whether mass transfer from a subgiant onto a neutron star leads to spiral in; the 
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observed wide binary systems indicate that such mass transfer is stable, and that 
the orbital period increases (see Eq.(9), and /Verbunt & Rappaport 1988/). 

The 8.5 hr binary in M 15 has an orbital period which seems too long for a 
main-sequence mass donor, and too short for a giant mass donor (see Figure 1). 
It may be that systems with orbital periods around a day, evolve via both radius 
expansion of the giant and angular momentum loss from the system /Pylyzer & 
Savonije 1988/. In that case the orbital periods may stay shorter than calculated 
under neglect of angular momentum losses, and a system like that in M 15 could 
ensue from capture of a neutron star by a subgiant. 

Of the five radiopulsars now known in globular clusters, two are in wide binaries, 
and from Figure 6 we see that this indicates that they originate from a capture of a 
neutron star by a giant, followed by mass transfer in a wide binary, until the giants 
envelope was exhausted. The 1924.3 s binary, with an eccentricity of 0.33 does not 
fit the current scenarios: if a radiopulsar switches on in an ultra-short period X-ray 
source, like the one in NGC 6624, one expects the orbit to be circular. This source 
needs more thinking. Finally, two of the radiopulsars in globular clusters are single. 
Their possible origin is discussed in the next subsection. 

4.5 The formation of single millisecond radiopulsars. 

Four different mechanisms have been proposed for the formation of a single mil
lisecond radiopulsar in a globular cluster. The first of these was in fact a prediction: 
a direct hit of a neutron star on a main-sequence star may lead to the formation 
of a massive disk around the neutron star. If all the disk mass is accreted, a single 
millisecond pulsar remains /Krolik 1984/. If this mechanism works, many single 
radiopulsars are expected in globular clusters. However, it could well be that ac
cretion of a small fraction of the disk matter releases enough radiation to blow the 
rest of the disk away /Verbunt et al. 1987/. In that case the neutron star will not 
accrete enough mass to be spun up. 

The second possibility is to start from a wide-binary radiopulsar, like the one 
in M 4, say. This binary can undergo encounters with single stars, and several 
processes can occur (Figure 2). If the velocity of the third star is sufficiently high, 
the binary can be ionized /Romani, Kulkarni & Blandford 1987/, and for smaller 
velocities the third star can change places with the neutron star /Verbunt et al. 
1987/. In both cases the neutron star is released, and the radiopulsar has become 
single. It is not clear whether the cross sections for these processes are sufficiently 
large to make them likely. Detailed calculations are being made, and should provide 
an answer /Rappaport, Putney & Verbunt 1988/. An interaction between a third 
star and the wide binary can also cause an eccentricity to be induced. This can in 
principle be used to set a limit to the age of the wide binary /Lyne et al. 1988/. 
Detailed calculations indicate that the small eccentricity of the binary in M 4 is 
compatible with an age of that binary of ,.., 109 yr /Rappaport, Putney & Verbunt 
1988/. 

A third possibility involves a low-mass X-ray binary with an orbital period of a 
few hours. A passing third star can drive the two stars closer together, and cause 
an onset of runaway mass transfer /Verbunt & Rappaport 1988/. Alternatively, 
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the third star may collide with the mass donor, and completely destroy it /Verbunt 
et al. 1987/. These mechanisms lead to a rather smaller predicted number of 
single radiopulsars than accretion from a massive disk (discussed above as the first 
possibility) . 

The fourth possibility is that energy of the millisecond radiopulsar in a close 
binary hits and destroys it companion. In this case the theoretical prediction /Kluz
niak et al. 1989/ just preceded the observation of a radiopulsar in a 9 hr orbit, which 
is evaporating it companion /Fruchter, Stinebring & Taylor 1988/. If the time scale 
for the destruction of the companion is very short, one is tempted to use the word 
vaporization, to convey an impression of the stranger-than-fiction systems that we 
find in globular clusters. 

5. Conclusions. 

The presence of relatively large numbers of low-mass X-ray binaries in globular 
clusters can be understood as a consequence of tidal capture of single neutron stars 
by main-sequence or giant stars. The absolute numbers of such binaries is very 
uncertain, due to two major uncertainties: first, the number of single neutron stars 
in globular clusters is badly known (Section 3.1), and second, the life time of low
mass X-ray binaries in their active state is very uncertain. The combination of 
these two uncertainties leads to an uncertainty in the predicted number of low
mass X-ray binaries of a factor ;::; 102• Smaller uncertainties arise because of our 
limited knowledge of the cross sections for the different capture processes (Section 
3.1), and because we do not know the degree of mass segregation in many clusters 
(Section 4.2). 

Wide-binary radiopulsars are formed via the evolution of the (sub)giant / neu
tron star binaries. Single radiopulsars can be formed when a millisecond pulsar 
in a binary destroys its companion, or when a third star interacts with a binary 
containing a rapidly rotating neutron star. 
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The Evolution of Pulsars 
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ABSTRACT. The relative contributions of field decay and alignment to the evolution of 
radio pulsars is discussed. Physical arguments are used to demonstrate that geometrical 
evolution should be expected on a timescale 106 - 108 yr. An evolutionary model involving 
alignment and polar cap emission, is shown to give remarkable agreement with a range of 
measured pulsar properties. Evidence is presented, which suggests that pulsar energy loss 
is dominated by beams of relativistic particles, and the radio luminosity is shown to be well 
behaved if the observed data is corrected for beam geometry. 

1. INTRODUCTION: ALIGNMENT OR FIELD DECAY 

Ostriker and Gunn (1969) in one of the earliest papers on radio pulsars, discussed the 
possibility that pulsar evolution is dominated either by magnetic field decay, or by 
alignment or counter alignment. Ohmic field decay could be modelled quite simply, and the 
relevant timescale obtained from the conductivity of the neutron star interior, which had 
already been estimated by Canuto (1970) in a study of a relativistic Fermi gas. By contrast, 
Ostriker and Gunn (1969) emphasised the complexity of the analysis in the case of 
electromagnetic torques: "from a theoretical point of view, the question of alignment is 
extremely difficult, depending as it does on details of the electromagnetic field near the 
star." They also noted that "In any case, the observations indicate that alignment does not 
occur for at least the first 107 years". Here we reassess this conclusion. 

In this paper we first review the literature on both field decay and alignment. There 
now appears to be no strong theoretical grounds for belief in field decay on the required 
_106-7 year time scales. In spite of the extreme difficulty of an exact analysis, there are, 
however, strong grounds for believing that geometrical evolution (alignment or counter 
alignment) is inevitable in pulsars, and that the timescale will be comparable to the observed 
spindown time scales. We then go on to review observations which strongly support 
magnetic alignment, and to discuss the consequences of alignment on population, birthrate 
and luminosity. 
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2. GENERALISED PULSAR MODELS 

It is often assumed that magnetic dipole radiation dominates the energy loss from 
radio pulsars. The surface magnetic field, B, is then related to the observable quantities P 

and P by the relation: 

B 2 sin2 e = ( 3 c 3 I ) pp 
8 1(2 R 6 ' 

(1) 

where I and R are the pulsar moment of inertia and radius respectively, and e is the angle 
between the magnetic dipole and spin axes. This equation can be generalised to 

( 3 c3 I) . PP = 11B 2 sin2 e + ~ B 2 cos e + AB 2 132 sin2 e , 
8 1(2 R 6 

(2) 

where 11 and ~ are constants which allow for the difference between an idealised vacuum 

dipole model (11 = 1, ~ = 0, A = 0) and a real pulsar which generates a dense 

magnetosphere leading to possible field aligned electric currents (~>O), non-dipole radiation 

(11 #- 1), and relativistic beams (A > 0) with beamwidth 213. The case A> 0 has not been 
previously discussed, and will be discussed in more detail in section 7. 

Subsequent to Ostriker and Gunn (1969) the majority of papers on pulsars have 
made the drastic assumption that the pulsar magnetic field can be inferred from equation 
(1), with e = 90°. In general it is useful to distinguish three distinct scenarios: 

I 

II 

III 

11=1, ~=O, 1.=0 

e = constant 

11=0, ~=1, 1.=0 
e increasing 

11=1, ~=O, 1.=0 

e decreasing 

Slowdown dominated by vacuum magnetic 

dipole torque. 
Negligible torque from magnetosphere currents. 
No geometrical evolution. 

Slowdown dominated by field aligned 

currents in the magnetosphere. 
Geometrical evolution - counteralignment (eg Beskin et 
ai, 1983). 

Slowdown dominated by vacuum 

dipole torque. 
Geometrical evolution - alignment (eg Kundt, 1981; 
Jones, 1976) 

It is remarkable that the above scenarios which all involve very different physics have 
not been distinguished observationally. It is unlikely, however, that any will correctly 
describe all pulsars. Both 11 and ~ must be period dependent, since at least in the limit P ~ 
00 the magnetosphere density must decay until the system is described by the vacuum 
solution. This, of course, will only apply to isolated neutron stars after they have died as 
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radio pulsars. A complete description would require 11 and ~ as period and field dependent 

functions, as well as time dependence for Band 9. The third term, involving A cannot 

always be zero since some young pulsars (eg. Vela) have beamed luminosity - 1% of the 
spin down power. Since we can only see the electromagnetic component of the beam, it is 
not unreasonable to suppose that beamed luminosity could dominate the emission of 
pulsars. 

In the meantime, the solution of the alignment question has not been satisfactorily 
answered either theoretically or experimentally. Major papers on the evolution of pulsars 
have been based on the unstated assumption that the geometry is stationary in time. In fact, 
numerous workers have found varying reasons for suspecting that geometrical evolution 
occurs (see section 5). 

3. REVIEW OF MAGNETIC FIELD DECAY MODELS 

Our understanding of the decay of neutron star magnetic fields has developed 
considerably since 1968. The earliest estimates of the ohmic magnetic field decay 
timescale, 't, assumed a spherical, isotropic star, so that 

(3) 

where (J is the internal conductivity, and R is the radius of the star (Lamb, 1887). The 
conductivity was first obtained by using a relativistic electron gas to model the charge 
carrying component. The resultant conductivity (J - 1022 s·l corresponds to a decay 

timescale 't - 106 yr, consistent with the value suggested by the pulsar characteristic age 
distribution (eg Lyne et ai, 1975). Baym and Pethick (1969) showed, however, that 
including the effect of the high level of proton degeneracy in the core led to much higher 
conductivities (J - 1029 s·l, corresponding to much larger decay timescales - 1013 yr. 

Subsequent analyses concentrated on the expected variation of (J within the neutron star. 
The most detailed study by Ewart et al (1975) concluded that even allowing for the lower 
conductivity of the neutron star crust, significant field decay would not be expected on a 
107 yr timescale. 

Even neglecting the possibility of proton superconductivity in the core, the 
conductivity of the neutron star interior now appears far too great to allow significant field 
decay on a 107 yr timescale. Several other mechanisms by which the magnetic field of a 
neutron star might decay have been suggested however. 

Flowers and Ruderman (1977) suggest that the internal magnetic field decays to a 
lower energy state through fluid motions. This process can occur on very short timescales 
so that some mechanism is required to stabilise the field in the fluid centre. Flowers and 
Ruderman (1977) suggest that the interior field is stabilised either by a rigid crust which 
pins the interior field, or by toroidal currents in the crust. In both cases, ohmic decay of 
crustal fields (allowed because of the lower conductivity in this region) is followed by 
hydromagnetic decay in the core. 

It has also been suggested that flux drift in the superconducting interior might lead to 
the magnetic field being ejected from the interior on a 107 year timescale 
(eg Jones, 1987). The literature on field decay is summarised in Table 1. 
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Table I. Field Decay Theory 
Authors (J (s-l) 1: (yr) Assumptions 

1. Ohmic decay of internal 
Pacini (1968,1969) 

Ostriker and Gunn (1969) 

field 
_ 1022 

6 x 1022 
3 x 106 

4 x 106 
The charge carrying component 

is modelled as a relativistic 
Fermi gas. 

Baym and Pethick (1969) 1.5 x 1029 _1013 Proton degeneracy in the core 
reduces the effect of protons as 
electron scatterers, thus the 
conductivity of the interior is 
increased. 

2. Ohmic decay of field in crust 
Solinger (1970) _ 1022 

3. Ohmic decay of field in neutron 
Chanmugam and Gabriel (1971) 

Ewart et al (1975) 

4. Other field decay mechanisms 

4 x 106 Conductivity limited by the 
electron phonon interaction. The 
results are valid only in the high 
temperature limit. 

star with varying conductivity 
_1010 

> 107 yr Analysis includes the effects of 
impurities, lattice defects and the 
effect of the electron phonon interaction. 

Flowers and Ruderman (1975) The interior field decays' through interior fluid motions 
which reduce the magnetic energy. 

Jones (1987) Field decays through flux drift in the 
superconducting interior 

4. REVIEW OF ALIGNMENT/COUNTER ALIGNMENT MODELS 

Pulsar electrodynamics is so complex that no models have satisfactorily taken into 
account all of the perturbations which cause the real pulsar to differ from a dipole 
magnetised sphere rotating in a vacuum. An accurate model must take into account 
rotational deformation, magnetic deformation, crustal distortion, cracking and creeping, 
internal fluid motions and dissipation, magnetic quadrupole components, and radiation 
torques produced by currents in the magnetosphere. Table II summarises the literature. 
Each study considers only specific perturbations (given in the last column). 

We shall restrict our discussion to the most recent paper in table II, by Good and Ng 
(1986). This is still restricted to a spherical rigid star, but for the first time takes into 
account the torques due to current flow in the magnetosphere. Classical electromagnetic 
torques, magnetospheric torques and near field effects which contribute anomalous torques 
varying as Q2 rather than Q3 are included in the analysis. Their main conclusions are the 

a. There are several new dipole torque terms which are at present incalculable, and 
which are of the same order of magnitude as the vacuum dipole torque. 
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b. The anomalous torques do not effect alignment, but cause rotation about the magnetic 
axis (this may be consistent with Kundt's (1981) suggestion of an approach to 
alignment by nutation). 

c. In the event of maximal currents along open field lines, the counteraligning torque is 
roughly 3 times larger than the classical dipole aligning torque. 

d. Anomalous spindown torques are negligible,. This implies (within their 
assumptions) that spindown is described by W3 torques, which may be described in 

[' = Q3 B2 sin 2 e . (4) 

In reference to (c) above we note that if ~ :5 0.3 the aligning torque exceeds the 

counter aligning torque. Thus in the case ~ = 10-4 this term would be negligible (Kundt, 

1981). However if ~ = 1 as argued by Beskin et al (1983) this term will dominate over 
the aligning torque. 

The overall picture that remains, is that the theoretical solution to the alignment 
problem is not yet possible. Depending on the magnetosphere structure, and on the stellar 
structure (including crustal structure and fluid currents in the core) one can expect 
alignment or counteralignment to occur. There is, however, no reason to expect all torques 
to cancel. Torque cancellation to even 10% of the maximal value would provide a torque 
that is significant in evolutionary terms, extending the alignment or counteralignment time 
scale from a few times 106 years to a few times 107 years. 

We therefore conclude that any evolutionary model which does not contain 
geometrical evolution cannot correctly describe the properties of the pulsar population. 
Field decay should be considered as a possibility, with possible time scales in the range 107 

- 1013 years. Alignment or counteralignment should be expected, on time scales 106 - 108 
years. 

Table II. Magnetic Alignment Theory 

Authors 

Michel and Goldwire (1970) 
Davis and Goldstein (1969) 
Goldrcich (1970) 

Chau and Hemiksen (1970) 

Soper (1972) 

Macy (1974) 

Jones (1976) 

Beskin et al (1983) 

Good and Ng (1986) 

Conclusions 

Magnetic torques cause the alignment of dipole and spin 
axes for a dipole magnetised sphere rotating in a vacuum. 
Elastic and viscous damping of the precession angle by energy dissipation 
in the stellar interior may dominate over magnetic torques. 
Including the effect of gravitational radiation. Alignment on a braking 
timescale. 
Generalises from a dipolar field to an axisymmetric field. Alignment of 
field and spin axes still takes place on a braking timescale. 
Whether alignment or counteralignment take place depends of the relative 
strength of dipole and toroidal field components. 
Includes the torque produced by current outflow, but this is assumed small 
compared to the vacuum dipole torque, so that alignment still takes place. 
The torque produced by field aligned currents exceeds the vacuum dipole 
torque, so that counteralignment takes place. 
Alignment or counteralignment may take place, depending on the relative 
magnitude of torques produced by field and currents in the magnetosphere. 
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5. OBSERVATIONAL STUDIES 

It is important to emphasise that the interpretation of almost all the data on pulsars is 
strongly model dependent. Thus, while a variety of data is available which can be used to 
distinguish the contributions of alignment and field decay to pulsar evolution, the 

• 1 

interpretation of this data requires extreme caution. For example, to identify (PP)2 with the 
pulsar magnetic field (see for example Radhakrishnan (1986» is clearly wrong in view of 

• 1 

the above analysis. The value of (PP)2 can, at best provide a rough estimate of B, within 
the 1-2 orders of magnitude variation possible for sin e. [Given that pulsar beams are a 

few degrees wide the value of sin e cannot become less than 10-2 without a pulsar 
• 1 

attaining a 100% duty cycle]. It is certainly incorrect to label a (PP)2 axis as magnetic field, 
and in view of the uncertainty of 11 and ~ it is probably incorrect to interpret this as the 
transverse magnetic field. 

Those properties of radio pulsars which are determined by the transverse magnetic 
field strength cannot be used to distinguish between alignment and field decay as both 
may affect the transverse field in the same way. The pulsewidth and polarisation gradient, 
however, are dependent only on the emission geometry and are independent of the strength 
of the magnetic field, so that they can be used to distinguish between the two models of 
pulsar evolution. Studies of the dependence of pulsewidth and polarisation-gradient on 
characteristic age and pulse period have provided strong support for alignment models 
(Candy and Blair, 1983,1986,1987, 1988; Kuzmin et aI, 1983,1984) . 

• 1 

Kundt (1981) shows that the distribution of-pulsars in the (PP)2 versus characteristic 
age plane is more consistent with alignment than field decay. Essentially his argument is 
that the number of pulsars located in a strip of constant rotation period decreases with 
characteristic age, in a manner consistent with an increase in the beaming factor produced 
by secular alignment. 

Statistical studies of the observed pulsewidth distribution have consistently shown 
that the e distribution is concentrated at small values (e.g. Wu et aI, 1982; Henry & Paik, 
1969; Proszynski, 1979; Candy & Blair 1986). This result clearly supports the alignment 
model, which provides a mechanism for producing this concentration. 

Kuzmin et al. (1983, 1984) obtain the size of the emission cone directly from the 
pulsar period, by assuming p a Po P-Y, where P is the halfwidth of the emission cone. 

The values of p are then combined with the observed pulsewidth and polarisation gradients 

to yield values of e for each pulsar. The resulting e distribution is concentrated at small 

values, and e decreases with increasing characteristic age, strongly favouring the alignment 
model. 

Finally, Candy and Blair (1983,1986,1987) have established that both the 
polarisation gradient and the mean pulsewidth vary with characteristic age, in good 
agreement with a model incorporating magnetic alignment and narrowing of the emission 
cone. We have also demonstrated that these two results are incompatible with magnetic 
field decay models (Candy and Blair, 1988). This model is discussed in more detail in 
section 6. 

The conclusions of these studies of the observational data which relate to the 
geometrical evolution/field decay question are summarised in table TIL 



Authors 

Manchester & 
Taylor (1977) 

Table III. Observational Studies 

Conclusions 

The concentration of interpulse pulsars at short periods 
can be interpreted as evidence for alignment. 
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Kundt (1981) The distribution of pulsars in the (pp)1/2 vs characteristic age plane is more 
consistent with alignment than field decay. 

Wu et al (1982) 
Proszynski (1979) 
Candy and Blair (1986) 
Kuzmin et al (1983) 

Candy and Blair (1983) 

Kuzmin et al (1984) 

Candy and Blair (1986) 

The distribution of pulsewidths requires a e distribution 
concentrated at small values. 

The angle e is estimated for 300 pulsars from the pulsewidth and period 
values. e values are concentrated at small values, and there is an inverse 
relation between e and characteristic age. 
There is a minimum in the observed mean pulsewidth characteristic age 
relation, which is consistent with a model incorporating alignment and 
emission cone narrowing. 
The angle e is obtained with greater accuracy from the pulsar period, 
pulsewidth and polarisation gradient. The e values decrease with increasing 
characteristic age. 
There is a maximum in the polarisation gradient characteristic age relation, 
which is consistent with the combined effects of cone narrowing and 
alignment. 

6. THE CONE NARROWING -ALIGNMENT MODEL 

The cone-narrowing-alignment model, described in Candy and Blair (1983, 1986, 
1987), assumes a standard polar cap emission cone geometry determined by the opening 
angle of the first open field lines. The opening half angle of the emission cone is given by: 

P -y 
~ = ~o (Pm) , (5) 

where y is predicted to be 0.33 ( Ostriker and Gunn, 1969) 0.5 (Roberts and Sturrock, 
1972), 0.67 (Ruderman and Sutherland, 1975), but is left as a free parameter to be 
determined by the data. 

While the model of Ruderman and Sutherland (1975) has been criticised by Jones 
(1987) and Aarons et at (1983,1985) on the basis of the predicted solid state properties of 
the neutron star crust, we distrust the solid state modelling of neutron star crusts, and 
prefer to submit the model to the data on the pulsar population for confirmation or rejection. 

We first assume that a vacuum-dipole like torque dominates pulsar alignment, so that: 

sin e = sin e (0) exp-t/'t , (6) 

(eg Davis and Goldstein, 1970: Jones 1976), where the alignment timescale, 't, is left as a 
free parameter. The assumption of a vacuum dipole torque is tested later against the 
observed data. If magnetic dipole radiation dominates the pulsar energy loss, then the 
decline in the angle e will result in a period evolution equation of the form 
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P = Pm (1 _ e_2t/'t)1!(n-l) , (7) 

where n is the pulsar braking index (for magnetic dipole radiation n =3). Substituting 

equation 7 in equation 5 allows the evolution of ~ to be determined explicitly: 

-y / (n-l) 
~ = ~o (1 - e-2t/'t) . (8) 

Equations 6 and 8 then determine the evolution of the pulsar emission geometry. By 
using these equations it is possible to predict the dependence of the mean pulsewidth, and 
median polarisation gradient on characteristic age. 

The evolution of the mean pulsewidth is obtained, by substituting equations 6 and 8 
into the following expression: 

8 + P 

f w 2 arc cos (COS P - cos 8 cos 8 0 bS)P(8 )d8 , . 8 . 8 obs obs 
SIn SIn obs 

(9) 

8 - ~ 

where 80 bs is the observer orientation relative to the spin axis, and P(8 0 bs) is the 
probability distribution of the observer orientation (for randomly aligned spin axis 

P(80 bs) = sin 80 bs / 2). 
The median polarisation gradient is approximately given by the polarisation gradient 

value, corresponding to an observer direction lying halfway between the cone axis and the 
edge of the emission cone (Candy and Blair, 1986). The evolution of the median 
polarisation gradient, (d'lf/d<1»m, is then obtained by substituting equations 6 and 8 into the 
expression 

(dd~~ = _si_n _8_ 
'I' )n sin (P/2) 

(10) 

By averaging over all pulsar ages, the number pulsewidth distribution and number 
polarisation gradient distributions can also be obtained (see Candy and Blair, 1988). By 
allowing for variations in the fraction of sky spanned by the emission cone, the number age 
distribution can also be obtained. 

In previous work, we have assumed, following Jones (1976), that the initial 

orientation of the emission cone, 80 = 900 . There is now evidence (Kuz'min et ai, 1983, 
1984) , however, that the 8 values of young pulsars are distributed over a wide range, so 

that small values of 80 for these pulsars are not precluded. Since Jones (1976) model relies 
on detailed assumptions about the neutron star interior, and so does not have a strong 
physical justification, we have generalised the alignment model to include a random 

distribution of 80 values, so that: 

sin 80 
P(80 ) d80 = -2- d80 . (11) 
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This refinement does not change the model appreciably, but does lead to numerically 
different conclusions regarding the beaming factor and birthrate. We favour this model, 
because it is consistent with a simple scenario for pulsar formation, whereby the pulsar 
field is a frozen relic of the randomly oriented field of the progenitor star. 

We have obtained the best fit parameters corresponding to this generalised model, by 
fitting to the observed pulsewidth age relation (figure 1 (a». These parameters are then 
used to predict the median polarisation gradient age relation (figure l(b» , the observed 
pulsewidth distribution (figure l(c» the observed polarisation gradient distribution (figure 
led»~, and the observed number age distribution (figure lee»~. 
In fitting to the observed linear polarisation data, the choice of [30 values is not obvious. 

Analysis of the observed fifty percent intensity pulsewidth data yields a best fit value of [30 
= .047, whereas fitting to the ten percent intensity pulsewidth data yields 
[30 = .085. The value of [30, which provides the better fit to the linear polarisation data is [30 
= .085, which suggests that the 10% pulsewidth data is a better measure of the emssion 
geometry. 

The best fit parameters for the generalised model are summarised in table IV, along 
with the best fit parameters corresponding to the evolutionary model described in Candy 
and Blair (1986). 

Table IV. Evolutionary Model Parameters 

Po eo 't (yr) y n n' F NO Birth Period(yr) 
Modell .065 900 2x107 0.6 3 18 l.3x106 22-30 
Model 2 .047 random 2x107 0.6 3 40 2.8x106 10-17 
Model 3 .047 random 2x107 0.84 2.1 3.8 40 2.8x106 10-17 

Modell - refers to the model developed in Candy and Blair (1983,1986) for eo assumed to be 900. 
Model 2 -assumes that the intitial alignment of the pulsar spin axis is random, so that the angle eo has a 

distribution given by p(eo) = sin eo /2. 
Model3 - (beamed emission) represents an entirely different scenario, that the entire energy loss from the 

pulsar is in the form of beamed emission. Only a small modification of the parameters is required 
to retain the model 2, fits to the data. 

Figure 1 
(a) The mean pulsewidth is plotted against characteristic age using data from the catalogue of Manchester 

and Taylor (1981). The solid curve shows the prediction of the evolutionary model. The parameters 
used are n = 3, Y = 0.6, Po = .047, and a distribution of alignment timescales which is gaussian in the 
log, with mean (log 't) = 7.3 and (J = 0.7 (Candy and Blair, 1986). 

(b) The median polarisation gradient is plotted against characteristic age. The solid curve shows the 
prediction of the evolutionary model. The model fit uses the best fit parameters obtained in Fig lea), 
except that the value of Po, is replaced by a larger value Po = 0.085 obtained by fitting to the ten per 
cent pulsewidth data (see section 6). 

(c) The distribution of the observed angular pu[sewidths is compared to the prediction of the evolution 
model, using the parameters of Fig lea). 

(d) The observed distribution of polarisation gradients, compared with the model prediction (solid curve), 
using the same parameters as Fig l(b). 

(e) The number distribution of characteristic age values is compared to the model prediction of Candy and 
Blair (1988), using the best fit parameters of Fig l(a). 



618 

.c 
U 40 
.~ 

Q> 
<f) 

S 
a. 32 
Co s 
'" c 24 <: 
.?;-
'iii 
c 16 2 .:: 
;!. 
0 8 on 
c 

'" '" ::;: 

C 
'" '6 
'" (5 
c 

.Q 
<ii 
.!!! 
Co 
"0 
a. 
c 

'" '6 
'" ::;: 

Characteristic Age (yr) 

15 

12 

9 

6 

3 

4 
10 

5 
10 

6 
10 

7 
10 

8 
10 

Characteristic Age (yr) 

9 
'0 

60~---------------~ 

120 ,-------------------, 50 

100 

Q; 80 
.0 
E 
=0 
Z 60 

40 

20 

0.1 10 100 

40 

Q; 
.0 

5 30 z 

20 

10 

1000 10 20 30 40 50 60 

50 percent Intensity Angular Pulsewidth Maximum Polarisation Gradient 

Ql 
.0 
E 
=0 
Z 

50r---------------------~ 

40 

30 

20 

10 

103 10 4 10 5 10 6 107 108 10 9 1010 

Characteristic Age (yr) 

70 



619 

U sing the best fit parameters for the generalised model, the evolution of the pulsar 
beaming factor, F, can be obtained. F is defined as the reciprocal of the fraction of the sky 
spanned by the emission cone and, assuming that each pulsar has one emission cone of 
halfwdith ~ and orientation 8, is given by: 

F = (sin 8 sin ~)-I (12) 

In Figure 2 we show explicitly the evolution with characteristic age of 8. The 

solution for the time evolution of 8 is in reasonable agreement with the results of Kuzmin et 
at (1983,1984) which are based on polarisation data. Although we have used polarisation 
data to confirm our results, we note that the polarisation data has not been explicitly used in 
obtaining our best fit parameters. Thus we see broad consistency between independent 
measures of pulsar evolution. 
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Figure 2 The model predicted value of e is 
plotted against characteristic age, 
using the best fit parameters obtained 
by fitting to the pulsewidth 
characteristic age data. 

Figure 3 The model predicted value of ~ is 
plotted against characteristic age, 
using the best fit parameters obtained 
by fitting to the pulsewidth age data. 

Figure 4 The beaming factor predicted by the 
evolutionary model is plotted against 
characteristic age, using the best fit 
parameters obtained by fitting to the 
pulsewidth characteristic age data. 
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The evolution of ~ is shown in Figure 3. The model does not uniquely distinguish 

between yand n, since the fit is to yin-I. Moreover, we shall see in section 8 that PP data 

and luminosity considerations give grounds for using an alternate value of y. 
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Finally in Figure 4 we show the evolution with characteristic age of the mean 
beaming factor F. The value of F rises from 2-6 for young pulsars (tc < 106 yr), to 
- 100 for old pulsars (tc > 108 yr). The majority of the population (tc - 107 years) are quite 
highly beamed, and the mean beaming factor of the population is -40. We stress again that 
the broad pulse widths of old pulsars is due to the alignment of spin and cone axes, so that 
when observed the pulsewidth appear to be magnified. 

7. LUMINOSITY AND PP EVOLUTION 

Pulsars are unique among astrophysical systems in that the large majority of their 
• 1 

energy output is derived from the kinetic energy of rotation. Thus (PP)2 is directly related 
• 1 

to the absolute energy loss rate of the system. The apparent decline in (PP)2 with increasing 
characteristic age (see figure 5) has been noted previously, and interpreted as evidence for 
both field decay (Flowers and Ruderman, 1975) and magnetic alignment (Kundt, 1981). 

In fact the spin down luminosity LS - (PP) p-4, is also very well behaved amongst the 
population as the binned data, with standard errors emphasises in Figure 6. 

The observed luminosity of radio pulsars, LR, is generally determined just from the 
observed intensity and distance, and is a very small fraction of LS in all cases (In the case 
of the Crab and Vela for which pulsations have been observed from radio to gamma ray 
frequencies, the observed total pulsed radiation is -10-3 of LS)' Data for LR versus 
characteristic age as inferred by Lyne et al , (1985) strongly contrasts with the spindown 
luminosity data, showing large scatter, and even when binned shows a scattered non
monotonic dependence on characteristic age. The mean luminosity falls by only 1.5 orders 
of magnitude over three orders of magnitude of characteristic age (Lyne et al , 1985). We 
now go on to consider this difference in the behaviour of LR and LS. 

We first point out that the true pulsar radio luminosity LRT can only be roughly 
inferred from the observed radio flux since only part of the emission cone is sampled. 
Secondly, if cone narrowing occurs the best estimate for the true luminosity must allow for 
the smaller emission cones of old pulsars. The radiation from an old pulsar is confined to a 
narrow conical beam so that total luminosity is far less than inferred from the observed flux 
density. Thus we propose that the weak dependence of inferred luminosity on characteristic 
age, is an artifact. A better approximation to the true pulsar luminosity, LRT is obtained 
by using the relation: 

(13) 

where we have assumed only one emission cone, and the most probable position of the 
observer relative to the emission cone representing half the peak value. Using equation 5 
the observed radio luminosities can be corrected by the relation 

LRT = ~o2 p-2y LR (14) 

Figure 7 shows the evolution with characteristic age of the corrected radio luminosity 
given by equation 14, for y =1, while there is still large scatter, the decline appears more 
consistent with the spindown luminosity data. 
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The apparent reduction of pulsar luminosity of 1 - 1.5 orders of magnitude in 3 
decades of characteristic age represents a real reduction of lwninosity of at least 3 orders of 
magnitude. The weak reduction in flux density with characteristic age means that the 
observability of pulsars is dominated by geometric evolution, and flux density decline has a 
relatively weak effect on the number- characteristic age distribution. 

Lyne et al. (1985 ) have shown that LR can be expressed roughly as LR ex P, so that: 

Using equation (13), it then follows that 

('Y = 0.5) 

( 'Y = 1.0). 

(15) 

(16) 

Thus for 'Y values in the range 0.5 - 1, the efficiency for conversion of mechanical 
energy into radio luminosity still increases with the rotation period, with a power between 1 
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and 2. Short period pulsars are relatively inefficient radio emitters, but they increase in 
efficiency as the rotation period increases. 

We now consider the idea that in active radio pulsars, low frequency magnetic dipole 
radiation is completely suppressed, and that the pulsar efficiently converts rotational energy 
into relativistic particle beams. We assume that the radio beams reflect the geometry of the 
particle beams as they leave the pulsar, although the particle beam geometry is not 
preserved, due to deflection in galactic magnetic fields. We also assume that the unseen 
luminosity of radio pulsars is dominated by these beams. We then ask what effect the 
evolution of the emission geometry will have on the decelleration torque. 

We will assume that the mean angular flux density within the beam saturates at a 
value proportional to Qn+ 1 B2 sin2 e. In this circumstance the transverse magnetic field 
determines the flux density, but the beam geometry determines the total flux, and hence Ls. 
The assumption of saturation implies that the charged particle current density in the 
emission region is limited, and independent of the emission geometry. This scenario 
corresponds to the case ~ = II = 0, and A = 1 in equation (2). 

Since the spindown luminosity LS is now confined to the fraction of space p2/41t it 
follows that: 

(17) 

Expressed in terms of the decellerating torque r, the above analysis suggests that r is 
not given by the dipole radiation equation: 

r = Qn B2 sin2 e (18) 
but rather by 

(19) 

Substituting equation 5 then yields 

r = Q(n+2y) B2 sin2e (20) 

This dependence of the slowdown rate of pulsars on the beaming of emission, can thus be 
described in terms of an increase in the braking index, n, defined through the expression 

b. = - k Qn . (21) 

from n to n' = n + 2y. This increase in the braking index, leads to a new period evolution 
equation: 

P = Pm (I - e-2t/t ) l/(n'-l) , (22) 

(exponential evolution of sin e is still assumed), and a new equation for the evolution of 
• 1 

(PP)2: 

(PP)~ = k e-tlt (I _ e-2t/'t ) (3-n') / (2n'-2) . (23) 

where k2 = 2 Pm2/(n'-I) 'to 
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• 1 

In figure 8 we show a comparison of this equation with the observed (PP)2 data: an 
excellent fit is obtained using the same alignment timescale as was used to fit to the 
pUlsewidth age and number age distributions. In comparison the dipole radiation equation 
used to obtain the results in Section (6) does not give a good fit as is shown in Figure 8. 
We take this as strong evidence, that beamed emission better describes the energy loss than 
our standard scenario. 

While this beamed emisison equation of motion produces a large change in the 
• 1 

predicted evolution of (PP)2, the model fitting to the pulsewidth and polarisation data is 

unaffected. This is because only the ratio y / (n' -1) is used in the model fitting. It is 
. ! 

possible to find values of y, nand n', which satisfy the fit to the (PP)2 characteristic age 

data (n' = n + 2y = 3.8), and which also give the same value of y/(n' - 1) that is used in the 

model fitting to the pulsewidth and polarisation data (y/(n'-l) = 0.3). These requirements 

are satisfied, for y = 0.84, and n = 2.1 and n' = 3.8. The full set of evolutionary pulsar 
parameters, corresponding to this beamed emission equation of motion, is included in table 
4. 

Figure 8 
. ! 

The observed value of (PP):2 is 
plotted against characteristic age, 
also shown is the standard 
vacuum dipole equation of 
motion (including a decay in the 
transverse field) which 
corresponds to n=3, and the 
equation of motion corresponding 
to the domination of the energy 
loss by relativistic beams so that 
n = 3.8. 

8. CONCLUSION 
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A single model for pulsar alignment shows a remarkable degree of agreement with 
observation. It has been shown that geometrical evolution in the form of either alignment 
or counter alignment should be expected on fundamental grounds, and that models without 
geometrical evolution are physically extremely unlikely. 

A 13 0: p-y form for the emission cone geometry (which is derived from polar cap 
models, but not necessarily dependent on a particular emission mechanism), combined with 
exponential alignment explains 
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a) the skewness of the pulse width distribution 
b) the pulse width characteristic age distribution 
c) the number-characteristic age distribution 
d) the polarisation gradient characteristic age distribution and 
e) the number polarisation gradient distribution. 

In addition this model explains the weak dependence of the apparent pulsar 
luminosity with age, and enables the derivation of a corrected luminosity age relation. 
Implicit in the model is the assumption that magnetic field decay does not occur. The 
results obtained here support the views of the workers in table III, who have argued from 

• 1 

independent observations that pulsar alignment occurs. The evolution of (PP):! is consistent 
with the model if the pulsar equation of motion is assumed to be dominated by beamed 
energy loss with a saturated flux density, and not by the usual dipole radiation term. 

Finally we conclude by emphasising that the assumption found throughout the 
literature that neutron stars magnetic fields decay on a time scale of 106 years should at the 
least be treated with scepticism, and should not be relied on in constructing evolutionary 
scenarios for x-ray sources. 
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THE ORIGIN OF PULSAR VELOCITIES AND THE VELOCITY 
MAGNETIC MOMENT CORRELATION 

MATTHEW BAILES 
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Institute of Advanced Studies 
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Private Bag, Woden P.O., A.C.T.,Australia, 2606 

ABSTRACT. By considering the evolution of intermediate mass binary systems with 
periods similar to the Be X-ray binaries we find that if a kick velocity of a few hun
dred kilometres per second is imparted to neutron stars at birth then at the time 
of the second supernova explosion most of the binaries are disrupted. In addition 
the two neutron stars released have quite different properties. The first-born pul
sar has a weak field and slow velocity whereas the new pulsar has a large velocity 
and a strong field. Since the majority of pulsars probably arise from intermediate 
mass stars, and a large fraction of these are in binaries, the model described above 
explains the velocity - magnetic moment correlation for radio pulsars and the low 
fraction of pulsars in binaries. 

1. Introduction 

Radio pulsars have velocities which range from a few to several hundred kilometres 
per second. The origin of these velocities is uncertain and there are several theories 
as to their origin. In a recent study, Dewey and Cordes (1987) found that the 
velocities are unlikely to arise solely from the break-up of binary systems unless a 
number of special criteria are met. Their favoured model has a kick velocity being 
imparted to pulsars at birth of order 100 km s-1. This model is in broader agree
ment with the fraction of pulsars in binaries and the observed velocity distribution 
than the no-kick model however it could not produce the velocity magnetic mo
ment correlation observed by Anderson and Lyne (1983) and the number of binary 
pulsars produced was slightly too high. In this paper we outline a model which 
explains the velocity magnetic moment correlation in terms of two populations of 
pulsars. One class consists of the first born pulsars in massive binary systems which 
are released at the time of the second supernova explosion. The other class consists 
of pulsars arising from single stars and those which are released from binaries upon 
formation. In our model all pulsars receive an asymmetric kick upon formation of 
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order 200 km s-1. 

2. Massive Binary Evolution. 

In order to sustain the pulsar population Blaauw (1985) calculated that all stars 
above 6 solar masses must produce pulsars. The steep IMF of massive stars requires 
the majority of pulsars to arise from stars less than 20 solar masses at ZAMS. Stars 
in this mass range are often members of binary systems and the binary frequency, 
whilst somewhat uncertain, is probably at least 50% and may be higher due to 
the existence of faint low-mass companions (Abt 1983). During the course of its 
evolution a massive binary in the above mass range has two supernova explosions 
separated by about 107 years. If it survives the first explosion it undergoes a com
mon envelope phase at the end of the main sequence lifetime of the initially less 
massive star. During this phase mass transfer takes place and "spins-up" the first
born neutron star. The magnetic field of the first-born neutron star has decayed by 
about an order of magnitude since birth. The reduction in spin period is between 
about 2 and 5 depending on the precise values of the field decay and evolutionary 
timescales. At the time of the second supernova event we have a circularized orbit 
with an old, slightly spun-up pulsar orbiting a pre-supernova star. 

3. The Velocity Magnetic Moment Correlation. 

If the second supernova explosion is symmetric then it can be shown that the 
velocity of the old neutron star is always greater than that of the new neutron star 
(Radhakrishnan and Shukre 1985). The old pulsar has a weaker field than the new 
pulsar, and, if we extrapolate back in time to the magnetic field strength at birth 
we will miscalculate it due to the spinning up of the neutron star (Radhakrishnan 
1984). Pulsars which have been spun-up cannot have their initial fields calculated 
as if they have been single since birth and if this is assumed the derived field comes 
out too low. If all explosions were symmetric we would observe the opposite cor
relation between magnetic field and velocity to that observed for both current and 
initial fields. 

The introduction of a kick velocity of a "" 200 km s-1 does not improve the 
correlation unless the binaries are quite wide (periods> few weeks) at the time of 
the second supernova event. If the majority of pulsars are produced from binaries 
with periods greater than a hundred days before the second supernova then the 
fraction of pulsars in binaries is consistent with that observed. The old pulsars are 
ejected from the binary with velocities of a few tens of km s-1 and weak fields. The 
new pulsars have strong fields and large velocities due to the impulse they received 
at birth. The correlation between initial fields and velocity only exists because of 
the spinning-up of the old pulsars. The pulsars with low velocities once possessed 
high fields but at the time were still members of binary systems and not observable 
as radio pulsars due to the presence of their main sequence companions. This is why 
we don't see any high field, low velocity pulsars. We expect pulsars arising from 
single stars will form part of the high velocity, high field class due to the kicks they 
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received at birth, as will pulsars which escape the binary during the first supernova 
explosion. 

Systems such as those which produced the binary pulsars PSR1913+16 and 
PSR2303+46 were very tight before the second supernova event and are probably 
the descendents of the massive X-ray binaries. The percentage of observed pulsars 
which come from such systems can only be small or else the fraction of pulsars in 
binaries would be much greater. 

4. Discussion. 

The model relies on two main assumptions, that· pulsars receive impulsive kicks 
at birth, and that a reasonable fraction arise from massive binaries with orbital 
periods of ~ 100 days. In the past, the main objection to kicks has been the cause 
of the asymmetric explosion, which produces the kick. Whilst this is still a con
cern it is difficult to model the observed population without such kicks (Dewey and 
Cordes 1987). If we accept kicks then wide binaries produce the correct fraction 
of pulsars in binaries as well as the velocity magnetic moment correlation. The 
inability of Dewey and Cordes to reproduce the correlation can be understood in 
terms of their orbital period range prior to the second supernova event. This was 
constrained to lie between 0.03 and 3 days due to the difficulties of modelling the 
common-envelope phase. If we relax this constraint then not only can we produce 
the correlation but we also obtain the correct fraction of pulsars in binaries. 

The low velocity pulsars are not observable until several million years after 
they are formed at which time they possess spin periods of several hundred mil
liseconds. The existence of a class of pulsars which "switch on" at such periods has 
been postulated by Vivekanand and Narayan (1981) in order to explain the period 
distribution of radio pulsars. 

A full version of this paper is about to be submitted to a scientific journal. 
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ABSTRACT. The standard mechanism for neutron star formation is collapse 
of the cores of massi ve stars at the end of their" thermonucl ear evol u
tion. However, this mechanism cannot account for the presence of neutron 
star's in binary systems where their companions are low-mass stars and 
no capture process (involving a previously isolated neutron star) can 
be invoked for the formation of the system. Gravitational collapse of 
a white dwarf into a neutron star is necessarily involved in those ca
ses. Here we review the physical processes relevant to sl.lch collapses, 
for both C+O white dwarfs and O+Ne+Mg white dwarfs. We examine the va
rious possibilities concerning the physical c.hanges in C+O white dwarf 
cores with cooling and we stress that all of them equally lead (for a 
suitable range of parameters) to collapsing structures. We discuss the 
different calculations done sa far and we finally compare the case of 
C+O white dwarfs with that of O+Ne+Mg white dwarfs. 

1. INTRODUCTION 

Neutron stars have so far been detected ei ther by thei r pul '3ed radi 0 F.'mi 5-

sion or by their X--ray {pulsed or nonpulsedl emission. Most radio pulsars 
are isolated while all compact X-r'ay sources are in close binary systems. 

The standard mechanism for neutron star formation is gravitational col
lapse of the Fe-Ni cores of initially massive 1M ~ 10 Mol stars, the end 
products of thermonuclear evolution of their central layers. When those 
cores reach nuclear matter densities, collapse is halted and several so
lar masses (the fraction o·f the star outside the corel are. somehow ejec
ted at high veloci ties in a supernova e:<plosion. The recent detection 
of the neutrint1 burst associated with neutron star formation (or at le
ast with core collapse), from SN 1987A, has confirmed this mechanism 
even if its exact ~Iorkings have not yet been completely elucidated (see, 
for instance, Ar'nett 1987). This process can not only explain the forma
tion of isolated pulsars but also a fraction of neutron stars in bina
ries: those having massive companions (see van den Heuvel, this volume). 
The same origin may be advocated for low-mass binaries ( those with 
!'I lOI :::;; 5 Mol when the ambient dens! ty of stars is high enough (as in 
gl obul ar cl LIsters) to make the captur-e process (i nvol vi ng a pr-evi Dus1 y for--
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med neutron star) likey. But there is a large variety of systems contai
ning neutron stars that cannot be explained by the standard core collap
se of massive stars (see, for instance, Taam and van den Heuvel 1986). 
Examples of such systems are: 

-Wide radio pulsar binaries, such as PSR 0820-02 and PSR 1953+29 
(the 6 ms pulsar). 

-Millisecond pulsars (not in wide binaries). 
-Galactic bulge X-ray sources (lncluding OPO's). 
-Type I X-ray burst sources and soft X-ray transients. 
-Gamma-ray sources. 

Formation of those neutron stars is presently attributed to the gravita
tional collapse of a white dwarf, growing above Chandrasekhar's limit 
by mass accretion from the current neutron star's companion in the bina
ry system. This idea was first formulated by Schatzman (1974) and deve
loped by Canal and Schatzman (1976), Canal and Isern (1979), and Canal, 
Isern, and Labay (1980), who considered C+O white dwarfs. Later, Miyaji 
et lli (1980) proposed the same mechanism for O+Ne+Mg white dwarfs. 

In f~ct, whi te dwarf structur'es are OIl ways i nvol ved in neutron star 
formation: the Fe-Ni cores of massive stars are electron-degenerate con
figurations, growing in mass up to their stability limit from thermonu
clear processing of the surrounding, Si-burning shell. Conversely, whi
te dwarf stars are the bare cores of red giants that were not massive 
enough (after mass loss) to undergo the latest stages of thermonuclear 
burning (C+O white dwarfs stopped short of C-burning; O+Ne+Mg white dwa
rfs did the same for Ne-burning). The most important difference between 
both kinds of neutron star progenitors is that the former ones have no 
nucl ear potenti al energy 1 eft whi 1 e the 1 at ter sti 11 possess enough ener
gy to be completely disrupted if it is explosively liberated. The pro
blem with massive star cores is to have them ejecting the surroundi.ng 
layers with enough energy. The problem with white dwarfs is to avoid 
their explosive disruption before they become gravitationally unstable. 

Mass-accreting white dwarfs have long been associated with explosive 
phenomena: novae and cataclysmic variables in general, and Type I super
novae. In order far a white dwarf to reach Chandrasekhar's mass, it has 
to avoid both explosive ejection of the outer, accreted layers, and 
complete disruption from explosive burning initiated in the central la
yer's. The range of parameters (ini tied mass, temperature, and chemical 
composition of the white dwarf; mass-accretion rate, and chemical com
position of the accreted matter) allowing mass growth without signifi
cant ejection of the infalling material has mostly been e!<plored under 
the assumpti ens o·f spheri cal symmetry and no ki neti c ener'gy deposi t i on 
(FUjimoto and Taam 1982; MacDonald 1984; Nomoto and Hashimoto 1987). 

When such hypotheses are relaxed (Sparks and Kutter 1987; Shaviv and Star
rfield 1987', the results differ so widely that no firm conclusion can be 
reached and the corresponding parameters /TIay well presently be regarded 
as almost free. Explosive ignition of electron-degenerate C+O cores was 
first studied in the conte:<t of the final evolution of red giant stars 
in the mass range: (4-6) Mo ~ M ~ (8-10) Mo • The approaches developed 
to that. purpose were 1 ater app 1 i ed to the mass-accreti ng whi te dwarf 
ca.se (see Woosley and Weaver 1986, for a review). The problem concer-
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ning white dwarf collapse can be summarized as follows: 
Collapse versus disruption basically means pressure and energy r-emo

val by el ectron captures versus e:, parisi on dr i ven by the energy reI eased 
by thermonuclear reactions. White dwarfs close to Chandrasekhar's mass 
are loosely bound: their internal energy approaches their gravitational 
energy. Release of the nuclear energy contained in only a fraction of 
the star's mass wi 11 unbi nd it. On the other hand, Chandrasekhar' s mass 
is proportional to the square of the mass-averaged electron mole number 
Ye , that decreases from electron captures. Electron capture rates increa
se with density. They are also much larger for material in nuclear sta
tistical equilibrium (NSE) , for a given Ye , than for either C+O or 
O+Ne+Mg at the same density. Thus, the thermal runaway associated with 
thermonuclear ignition of material in a strongly electron-degenerate 
plasma induces fast electron captures. But, at the same time, it dri-
ves e:<pansi on, that decreases densi t y and f i naIl y suppresses the cap
tures. Moreover, a Rayleigh-Taylor instability grows, inducing mixing 
of the high-temperature, incinerated material with the overlying cold, 
unburnt material. This propagates burning on a hydrodynamical time sca
le. Collapse thus means that electron captures decrease Chandrasekhar's 
mass below the actual mass of the star before hydrodynamic expansion 
suppresses them. Therefor"e, gravitational collapse is favoured both by 
high ignition density and by slow propagation of the thermonuclear bur
ning. This, for instance, excludes He white dwarfs as candidates to col
lapse upon mass accretion: the ignition density for He is so low that 
el ectron captures after i nci nerati on are rather slow; moreover, overpres
sures produced by explosive helium burning are large enough (for the sa
me reason: relatively low density) to induce by themselves (before any 
mixing process) ignition of the contiguous layers. The shock wave gene
rated in the layers first ignited gr"ows int.o a deton.ati.oYt and thus su
per"sonically propagates burning: the star cannot avoid complete disrup
tion. 

The way electron captures and burning propaqation are cOllpled makes 
it necessary to resort to numerical hydrodynamic calculations in order 
to properly determine the range of conditions at ignition leading either 
to collapse or to disruption of the star. Here we will r-eVlew the diffe
rent calculations of this kind done so far. But first we will examine 
the physical processes that, in turn, determine both ignition density 
and burning propagation velocities. 

2. PHYSICAL PROCESSES 

2.1. Thermonuclear reaction rates 

At the high den~itif6 pre.'~:(3iling in the central layers 01: massive white 
dwarfs (pc'" 10 -10 g em ), thermonuclear reaction rates are strongly 
enhanced by screening effects (see Itoh gi al.!. 1979)" This, of Cm.1r5e, 
lowers ignition density. But if temperatures are low enough (for given 
densities) the ions start to oscillate around fixed positions, forming a 
crystal lattice. Nuclear reactions in this pycnon.uclear regime are slo-" 
~Jer than in the fluid, strone-screeni..ne regime (Salpetel'" and Van Hm"n 
1969) and it;lnition densities are correspondint;lly largel'" (Canal and Schat
zman 1976; Canal and Isern 1979'. If the central layers of a e+o white 
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dwarf remain solid (which is equivalent to pycnonuclear regime) through 
the whol e mass-accreti on p~ase up t~oe;{P19;i ve carbon i gni ti on, densi
ties in the range 9.50xl0 -1.39xl0 g cm can be reached, the exact 
value depending on mass-accretion rate (Hernan: I§!.i lli. 1988). Here we 
assume a C+O mixture with Xc = Xo = 0.50, forming a random alloy in so
lid phase (we will see that this is not necessarily the case). Either 
pure 0 or a O+Ne+Mg mi;{ture have even higher ignition densities, but 
the trigger, there, is electron captures, as we will see later. 

2.2. Solidification and chemical composition 

It had usually been assumed that C and 0 (or, by that way, also 0, Ne, 
and Mg) were completely miscible both in fluid and in solid phase. A 
Monte Carlo numerical experiment by Loumos and Hubbard (1973) seemed 
well to confirm that a C+O mixture would crystallize without any chan-
ge in its chemical composition, at a temperature given by the weighted 
mean of those of pure C and pure 0 solidification. This was challenged 
by Stevenson (1980) who, based on a simple model, predicted complete 
phase separation, with a resulting eutectic in the fluid-solid coexis
tence curve. He also argued that simulations done in the way Loumos and 
Hubbard (1973) did theirs were unlikely to reproduce such a behaviour, 
however real it were. Based on Stevenson's (1980) phase diagram, Mochko
vi tch (1983) showed how a cool i ng whi te dwarf woul d become chemi call y 
separated in two regions: a central, solid, pure 0 core, and a partially 
fluid C mantle, in a few times 109 years. The implications for C+O white 
dwarf collapse were first examined by Canal, Isern, and Labay (1980). 

Only recently (Barrat, Baus, and Hansen 1986; Ichimaru, Iyetomi, and 
Tanaka 1987; Barrat, Hansen, and Mochkovitch 1988) Monte Carlo numerical 
calculations aimed to explore the behaviour of crystallizing C+O fluid 
mixtures have been undertaken. Results from the hard-sphere model (Bar
rat, Baus, and Hansen 1986; see also Ichimaru, Iyetomi, and Tanaka 1987) 
seemed to confirm the eutectic behaviour. In contrast, the calculations 
of Barrat, Hansen, and Mochkovitch (1988), using a density functional 
approach, give a phase diagram of the "spindle" form, with the solid pha
se being slightly more O-rich than the fluid phase. Since this last cal
culation still involves fairly arbitrary assumptions, the problem of the 
chemical separation remains open. A second point arises as to, if C and 
o were miscible in solid phase, whether they should form a random or a 
completely ordered solid: a body centered cubic (BCC) lattice with C and 
o sites forming simple cubic sublattices <Dyson 1971). Schatzman (1983) 
estimated that such a structure would be the most stable one. The above 
referred calculations give that this is the case at temperatures below 
the fluid-solid coexistence line. As we WIll see, the implications of 
this last possibility, as for thermonuclear ignition, are similar to tho
se of C-O separation. 

If C and 0 separate when crystallizing, 0 "flakes" falling to the 
center of the star and C being progressively confined to the outer la
yers, no thermonuclear ignition happens in the innermost layer·s, I~hen 

the white dwarf is later compressed by mass accretion, until 160 starts 
to capture electrons, at p ~ 2xl010g cm-g • E;<plosive ignition is then 
triggered by the i6C formed from the captures. As we will see, SLlch a 
high ignition density means that electron captures on the incinerated 
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material are so fast that they overcome burning propagation for any rea
sonable estimate of the speed of the latter. The only possibility of 
avoiding collapse, once chemical separation has proceeded to some e:<tent, 
is to have off-center C ignition, if the central 0 core is not large 
enough (this again depending on mass-accretion rate). That" would give 
Type 101 supernova explosions (Lopez et 2l~_ 1986~, ~; Canal, Isern, and 
Lopez 1988). A complete parameter study of the conditions leading either 
to white dwarf collapse or to SN 101 outburst, for C-O separation, can 
be found in Hernanz et OIl .... (1988)" Note that the resul ts are not affec
ted by possible remelting of the previously solid layers as an outcome 
of mass accret ion, si nce C and 0 wi 11 not remi:<. 

If an ordered crystal is formed (and C is. at most, as abundant as 
0, which is very likei y in view of recent values for the 12c(a,~)160 
reacti on rate), i gni ti on is 011 so delayed up to p ~ 2:d010g em - (the 
threshold for electron captures on 160 ). The reason is that no 12C ion 
has another 12C i on as its nearest nei ghbour, in sol i d phase. The onl y 
possible nuclear fusion in the pycnonuclear re~ime (but for crystal 
defects) is 12C +160 , much slower than 12C +1 C. Ignition is thus 
triggered by electron captures: they heat up and melt the solid, so al
lowing 12C +12C reactions (in the strong-screening regime). It is clear 
that, in this case, a large enough solid core has to remain until the 
end of the mass-accretion stage, in order to reach the above ignition 
densities (in contrast with the chemical separation case). C ignition 
at the edge of the solid core (the bottom of the fluid layers) will hap
pen if it becomes sufficiently small due to partial melting during the 
accretion stage (Canal, Isern, and Labay 1987). 

2.3. Burning propagation 

Thermal conduction is the most efficient heat transfer mechanism in a 
strongly electron-degenerate plasma, as long as it remains hydrodynami
cally stable. Therefore, burning is propagated by conduction through the 
solid layers of the star. In a stratified fluid, however, when Ignition 
of the deeper I ayers induces thei r e:<pansi on the strati fi cat.i on becomes 
unstable. Ensuing mixing propagates burning on a hydrodynamic time scale 
(velocities of the order of the local velocity of sound). Conductive bur
ning propagation will nonetheless dominate close to the center of the 
star even in fluid interiors, due to the growth time for instabilities 
(see Woosley and Weaver 1986). 

Conductive velocities are significantly lower than hydrodynamic bur
ning propagation velocities. The estimates of both do involve a number 
of approximations, but typically vcond ~ 10-Z V turb , where vlurb stands 
for the velocity of the hydrodynamic (turbulent) flame front (Woosley 
and Weaver 1986). This favours electron captures in their competition 
with hydrodynamic expansion (Canal and Isern 1979; Isern ~i ~ 1983). 
It adds up to the fact that captures are already very fast due to the 
high igm tion densities associated wi th the pycnonuclear burning regime, 
when the star's center has remained solid until ignition. 

When burning progresses through solid layers towards the surface of 
the star, a fluid NSE regIon grows behind it. The turbulent motions of 
this zone cannot penetrate the solid layers since the kinetic energy as
sociated with the turbulent eddies is only a small fraction of the solid 
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"strength" (as measured by the latent heat of mel ting: see Canal !?t ~L 
1986). Thus, the burning front remains conductive all the way up to the 
edge of the solid core. It must be noted, besides, that ignition densi
ties of the order of 1010g cm-s can be reached, in mass-accreting C+O 
white dwarfs, even after complete melting of an initially solid, random 
alloy core (Hernanz et ~ 1988). In those cases, collapse is still pos
sible, due to the initial "slowness" of the hydrodynamic motions. 

3. DYNAMICAL INSTABILITY 

Dynamical instability sets in, for mass-accreting white dwarfs, following 
incineration of their central layers (Canal and Isern 1979). Reaching 
Chandraskhar's mass before that (even including general-relativistic ef
fects) would require unrealistically high accretion rates (Canal and 
Schatzman 1976). Canal and Isern (1979) first calculated the evolution of 
a C+O white dwarf after central C ignition at Pc ~ 10iOg cm-9 • For their 
estimate of conductive burning front velocities (similar to that of Buch
ler, Colgate, and Mazurek 1980>, they f1~und ~~namical contraction of the 
star. It was followed up to Pc ~ 5:: 10 g cm , when the whi te dwarf was 
fully collapsing. For this calculation, the solid core was assumed to be 
a random C+O alloy. Si mi 1 ar resul ts have been reported in I sern !?.!. al ..... 
(1983), Isern, Labay, and Canal (1984), Canal ~t ~. (1986, 1987), and 
Isern et ~ (1987~, ~). 

Calculations corresponding to the hypothesis of C-O separation have 
been done in Canal, Isern, and Labay (1980, 1982~, ~), Labay ~t ~.-!. 

(1985), and Canal et ~ (1987). In this case, collapse always ensues, 
following central oxygen ignition triggered by flash of the 6 C produ
ced by electron captures on 160 (see also Bravo ~.t ~ 1983). This hap
pens for any reasonable choice of burning propagation speed, both in 
conductive and turbulent regimes. No specific calculations have yet been 
done for an ordered alloy, but ignition densities being the same as in 
the precedent case, the outcome should also be equivalent. 

More recent calculations, for initially solid cores consisting of a 
random C+O alloy, are reported in Isern et ~ (1988). The cores whose 
evolution after central carbon flash is followed are the descendants of 
partially solid white dwarfs in the initial mass range 1.2 Mo 5 M 5 
1. 4 Mo . Thei r previ ous evol uti on upon mass accreti on is thoroughl y 
st.udied in Hernanz et ~ (1988). Our aim is t.o self-consist.ently calcu
late the transition from quasistatic to fully dynamic evolution, for 
the most realistic estimates of both conductive and hydrodynamic burning 
propagttion~9 It turns out \~at t~~ range of central ignition densities 
9.5xl0 9 cm 5 Pc 5 L4f:l0 9 cm , for current estImates of conductIve 
burning propagation speed (which is the relevant one close to the cen
ter, irrespective of physical state, solid or fluid: see Woosley and 
Weaver 1986), is a critical one. Close to Pc ~ 1010g cm·-s , transition 
fl-om collapse to explosion takes place, the e::act value depending not 
only on the uncertainty range for burning front velocities but also on 
the type of hydrodynamic code used (variously damped hydrodynamics), 
Thus, in Isern ~t ~L_ (1988). wi th an e:<pl i'1ht (u~~amped) hydrodynamic 
code, colI apse is obtai ned f or Pc 2! 1.1;.; 109 em and current esti ma
tes (Woosley and Weaver 1986) of both conductive and turbulent flame ve-
locities (collapse for Pc = 1.4::10:l.°g cm-9 had also been calculated in 
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Canal ~t &. 1986, 1987). At slightly lower ignition densities, bifurca
tion between collapse and explosion (for a given burning propagation spe
ed) is sensitive to the degree of damping of the hydrodynamics introduced 
by the code (Canal I?.i ~_,_, in preparati on). In all the colI apsi ng model s 
calculated, there is a large amount of electron captures, ~ue to the high 
entropy of the core (in contrast with the Fe-Ni cores of massive stars). 
The high entropy is, indeed, due to the thermonuclear deflagration. Large 
deleptonization means stallation of the shock wave produced by bounce at 
nuclear matter densities. Collapse should thus be "quiet", with little 
ejection of matter (Isern ~t ~. 1988). 

Also recently, Nomoto (1986~) has attempted a parameter study of the 
outcome of thermonuclear deflagration of C+O cores at Pc = 10J.°g cm -9. 

He parametrizes burning front velocities as a fraction of the local ve
locity of sound c g • The reported results are somewhat puzzling: his ca
se D (vburn ~ 0.01 c g ), the closest to the actual conductive burning 
~ropagation speed, is clearly wrong by a couple of orders of magnitude. 
Indeed, c g being ~ l(/)cm S-i and the star radius being ~ 10Bcm. it is 
utterly impossible, after 155 s (when Pc ~ 10H g cm-9 ) , for the mass of 
the burned region to be only 0.03 Mo, as claimed in the paper. Case C 
(vburn ~ 0.06 c g ) is a bit better: the claim that after ~ 1. 7 s the 
burned mass is only 0.13 Mo is only I~ronq by one order· of magnitude Dr 
so. Case B is a pri.ori. t1J.<ire b<:!~ievable: vburn is ~ 0.1 c g • and after 
0.6 s (also when Pc ;;: 10 <3 cm ) the deflagrabon front has reached 
Mr ;;: 0.9 Mo. However, this result cannot be reproduced, even by impo
sing quasi static evolution and increasing at the same time by one order 
of magni tude current el ectron capture rates (Canal ~t ~1_,-, in preparati
on). Only the result that vburn;;: 0.15 c g gives an e:{plosion that com
pletely disrupts the star is har-dly disputable. Those results are repea
ted in Nomoto<1986Q., !;, 1987), in Nomoto and Hashimoto (1987), and in 
Baron ~t ~ (1987). The above referred case B is also the initial model 
for the collapse calculation of Baron et lli (1987>. This model being 
characterized by a high entropy, as it is always the case for deflagra
t i ng cores, the qLlali tat i ve concl usi ons as to the outcome of coll apse 
should nonetheless be right. 

O+Ne+Mg white dwarfs are still another candidate to graVitational 
collapse upon mass accretion ~~lyaJl ~t ~'- 1980). When the star con
tracts, electron captures on Mg first heat t~ Its center. Further con
traction leads to electron capture on 20Ne , followed by 0 igni tion. The 
thermal history of the star's center is affected b~ the treatment of con-
vective instability adopted. Electron captures on 4 Mg produce a y~ gra
dient that stabilizes the fluid against convective motions (Miyali and 
Nomoto 1987). 0 ignition is avoided during electron captures on 4 Mg at 
Pc ;;: 4:<I(l)g cm-9 (but the effects of thermonuclear reactions involving 
the final products of the electron captures have not been included). E:<-
plosive a ignition finally takes place a.t Pc;;: 9.5:dOS'q cm-9 • Collapse 
is obtained by MiyaJi and Nomoto (1987), after artificially suppressing 
any burning (and they consider not a white dwarf but a red-giant core). 
We see that the ignition density is only at the lower end of those obtai
ned for partially solid C+O white dwarfs, in the random alloy hypothesis 
(Hernanz ~.t. ~J..,._ 1988). 



638 

4. CONCLUSIONS 

A fraction of neutron stars are formed by gravItational collapse of mass
accreting white dwarfs. C+O and O+Ne+Mg white dwarfs are the likely can
didates. Concerning C+O white dwarfs, it must be stressed that: 

a) Stars that are partially solid at the onset of mass accretion and 
whose centers remain solid until pycnonuclear carbon ignition (or 
shortly before ignition in the stron~-screening regime) ignite 
their thermonuclear fuel at Pc ~ 10 0g cm-s (Hernanz et ~~ 1988). 
For current estimates of conductive burning propagation velociti
es, this leads to collapse to a neutron star, at least for cen
tral ignition densities ~ 1010g cm-s (Isern et ~"l.! 1988). This 
happens without ~ing ~ C-O separation when the fluid white 
dwarf interIor crystal 1 izes (not even formation of an ordel-ed al
loy) • 

b) C-O chemical separation in the solid phase is an open possibility. 
In that case, collapse would always ensue, provided that the ini
tial solid (oxygen) core were larger than 0.4-0.5 Mo (off-center 
carbon igni tion "would resul t for smaller cores). 

c) If C and 0 do not chemi call y separate when crystal 1 i zing but an 
ordered crystal is formed, collapse will again happen if melting 
induced by accretion has not proceeded too close to the centre 
before reaching the central densi ty Pc ~ 2x 1010g cm -9 (the thre
shold for electron captures on 1dO). 

Summarizing, C+O white dwarfs can collapse to neutron stars if they are 
partially solid when mass accretion starts, for ~ bYpoth~si~ made as to 
the outcome of the crystallization process. The range of para~eters (ini
tial masses and internal temperatures, mass-accretion rates) does, of co
urse, depend on such hypothesi s. ColI apses wi 11 be quiet, wi th I i ttl e 
mass ejection, due to the high entropy of the deflagrated cores. 

O+Ne+Mg white dwarfs can equally collapse, but depending on the tre
atment of convection in the presence of a positive gradient of the elec
tron mole number, Ye , their ignition densities will only be at the lower 
end of those found for initially cold C+O white dwarfs (whose numbers, 
in any case, are several orders of magnitude larger). 
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PULSAR TURN-ON AND SECONDARY EVAPORATION IN THE 
PSR 1957 + 20 BINARY 

w. Kluzniak, M. Ruderman*, J. Shaham, and M. Tavani 
Department of Physics and 
Columbia Astrophysics Laboratory 
Columbia University 
New York, NY 10027 

ABSTRACT. A millisecond pulsar spun up in an accreting low mass X-ray binary is expected to turn 
on suddenly when the mass accretion rate falls below a critical value (- 1016 gs-l). The consequent 
energetic radiation from the pulsar can completely evaporate a very light compnion and ultimately 
result in a solitary millisecond radiopulsar. The secondary's evaporative wind would interact with 
the pulsar's Khz dipole radiation to form a bow shock and wake that can assymetrically eclipse the 
radiopulsar's microwave beam. This scenario has been suggested for PSR 1957 + 20. 

1. Pulsar Turn On 

The discovery by Fruchter, Stinebring, and Taylor (1988) of the millisecond radiopulsar PSR 1957 
+ 20, seemingly in the process of evaporating its very light (2.10- 2 M 0 ) companion, may be an 
example of a phase in a suggested scenario for the genesis of solitary millisecond pulsars (Ruderman, 
Shaham, and Tavani 1988, hereafter RST). 

When the secondary fed the accretion disk that presumably spun up the millisecond pulsar PSR 1957 
+ 20 (e.g. Alpar et al. 1982) the secondary mass loss rate to the disk (AI) must have been near the 
neutron star's Eddington limit (1018gs- I ). The accretion disk would then have reached almost to 
the neutron star's 106 cm radius surface. Roughly, the disk's inner radius 

(1) 

with BNS the neutron star surface dipole magnetic field strength, assumed to be near the 6.108 

G inferred for other millisecond pulsars from their free spindown rates. For spin-up to have been 
effective the disk radius r A should have been less than the Keplerian corotation radius around the 
P = 1.5 ms period neutron star: 

(2) 

Because of the star's very rapid spin rate the light cylinder radius (at which a corotating magneto
sphere would rotate at the speed of light) 

cP 6 
ric = 211" - 5 . 10 em> r A, (3) 

but would have been only several times larger. A disk which satisfied Eqs (1) - (3), presumably 
present during the spin-up phase of PSR 1957+20, is expected to have been fed by the Roche lobe 
overlow of its very light companion. This low mass X-ray binary then evolved into a phase where 
the secondary became smaller than its Roche lobe, probably because the binary separation grew 
much more rapidly than the secondary's radius (Kluzniak et al. 1988; KRST hereafter, Shaham, 

* Talk given by M. Ruderman. Research supported in part by NSF grant AST-81-02381. 
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these proceedings). As this occured 1\1, the flow of mass fed into the accretion disk by the secondary 
would drop even if driven by a wind from the secondary sustained by radiation from the neutron 
star and/or its accretion disk. As M drops, rA grows as indicated in Eq. (1) until it reaches the ric 

of Eq. (3). This will be achieved when (RST) 

(3) 

with 

(4) 

The luminosity Lp is that for magnetic dipole radiation of a solitary nonaligned neutron star of 
period P and magnetic dipole field ENS = 6 . 10" gauss. When M drops below Me there can no 
longer be a stable accretion disk around the neutron star. As long as r A < ric the accretion disk 
radius is determined by a balance between magnetic stress at the edge of the corotating dipole 
magnetic field of the neutron star (which falls with distance as r- 6 ) and the disk stresses (which fall 
as r-~ to r- t ): there is always a stable r = rA' \Vhen rA > ric, the magnetic stress is that from 
the dipole's radiation field (which falls only as r- 2 .). This stress will always dominate that of the 
disk. The spinning neutron star will then radiate like a solitary pulsar; its emission irradiates the 
surface of its companion and pushes any plasma emitted by that companion out of the system. 

2. Pulsar Emission 

If the total spin-down power of PGR 1957 + 20 turns out to be about the same as that of its cousin 
PGR 1937 + 214 (which has the same ms period) it would emit about 6· 1036erg s-1, but the 
fractions into various species is somewhat uncertain. Emission is expected in the following forms: 

1. ULF Magnetic Dipole Radiation. Expected Lp - 3·1036erg S-1 of 1.5 x 103 Hz radiation 
would give a local electromagnetic field at r > ric with 

(5) 

2. High Energy Photons. The total spin-down power, the maximum magnetosphere po
tential drop which can be mobilized for particle acceleration, and the maximum total 
magnetospheric current flow in PSR 1937 + 214 (and presumably PSR 1957 + 20) are 
the same as those of the Vela radiopulsar. This suggests strong quantitative similar
ities between magnetospheric processes in PSR 1957 + 20 and those in Vela's outer 
magnetosphere where the two pulsars can also have similar magnetic field strengths. 
That region appears to be the source of Vela's non-radio emissions (Cheng, Ho, and 
Ruderman 1986). If the 'Y-ray spectrum and intensity from PSR 1957 + 20 is indeed 
about the same as those from the Vela pulsar, the secondary wind caused by the part 
of that radiation intercepted by the secondary can be estimated to have a mass flow 
(RST, KRST) 

(6) 

This is probably lower than that inferred from the eclipse observations (Fruchter 1988) 
but cannot yet (April 1988) be excluded. 
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3. Tev e± Wind. The Crab pulsar appears to inject most of its spin-down power into 
its surrounding nebula as a TeV e± wind (Kennel and Coroniti 1984, Ruderman 1987) 
which manifests itself in nebular expansion acceleration and synchrotron radiation. Vela 
also has an x-ray synchrotron halo, as do all other radiopulsars with spin-down power 
~ 1034erg s-1 (Helfand 1986) in supernova remnants. The remnant may constrain a 
radiated magnetic field from the pulsar enough to induce X-ray synchrotron radiation 
of the e± wind. The millisecond pulsar PSR 1937 + 214, alone among solitary pulsars 
with spin-down power exceeding 1034erg s-l, is not surrounded by an X-ray halo, but 
it also is not imbedded in a supernova remnant. Presumably, it also does not have 
the appropriate surrounding magnetic field structure to cause a Te V e:l: wind to lose 
its energy to synchrotron X-rays. A TeV e:l: wind incident directly into the surface of 
the secondary would deposit most of its energy at a column density many hundreds of 
g cm- 2 below the surface. Its main consequence would be surface heating and radiation 
back out at an intensity far below the secondary's Eddington limit. Unless converted 
to another more strongly absorbed form of energy a Te V e± wind would not sustain as 
strong a secondary wind as that inferred from observation. 

3. MeV i-Rays and Secondary Wind fwm a TeV e- /e+ Primary Wind. 

An e- /e+ plasma, synchrocompton accelerated to TeV energies by the pulsar's coherent magnetic 
dipole radiation, would not synchrotron radiate away most of its energy in that same dipole radiation 
field. However, if the Te V e- / e+ wind entered into another non-comoving 102G field its energy would 
be synchrotron radiated away as MeV photons. Such a field, for example, could be the degenerate 
dwarf secondary's own magnetic field. If that star's surface field were to exceed this value, the 102G 
field which would exist further away from the star would cause a TeV e* wind to emit synchrotron 
radiation there. Alternatively, and less hypothetically, an approrpiate 102G field would be expected 
from the reflection of the pulsar's magnetic dipole radiation by the secondary 1011 em away from 
its source. From Eq. (5) this would give a reflected B - 102G around the secondary to convert the 
energy of TeV e:l: to i-rays in that region with an energy 

2 heB 
E., - i:l:-- - MeV. me 

(7) 

It has been shown (Ruderman, Shaham, Tavani, Eichler 1988; RST) that incident MeV i-rays, 
which deposit their energy to Compton scattered electrons within several g cm-2 of the secondary's 
surface, are particularly effective in sustaining strong evaporative winds. A 3· 1036erg s-1 TeV 
e* wind from PSR 1957 + 20 would result in L ~ 6 . 1032erg s-1 of MeV i-rays incident on its 
companion and an evaporative wind flow from the secondary 

(8) 

The wind would be expected to be almost completely ionized and to have a velocity Vw ~ 3.107 em 8-1 
(RTSE). 

4. Evaporation of the Secondary 

After pulsar turn on and the disappearance of the neutron star's accretion disk, tidal distortion of 
the more rapidly orbiting disk by the secondary and the tidal bulge's reaction back on the secondary 
are no longer possible. Consequently, the main mechanism in the binary system for transferring 
angular momentum to the secondary would be extinguished and the previous expansion rate of the 
binary would be supressed by a factor of order the ratio of the secondary's radius (R.) to the binary 
separation (a). (If evaporation of the secondary is mainly from the hemisphere facing the neutron 
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star, a - R.7T!w/m). As the degenerate secondary's mass (m) drops, its radius grows (R. IX m- t ) 
until m - 10-3 M 0 . The secondary will expand but not reach it Roche lobe radius. For this phase 
of secondary radial expansion at approximate fixed binary separation, the evaporative time scale 

m 8 
'evap - -3-. - - 10 yrs. 

mw 
(9) 

This is less than the neutron star spin down lifetime of the solitary millisecond pulsar PSR 1937 
+ 214 and, we presume, also of its cousin PSR 14957 + 20. Therefore the secondary evaporation 
could be completed before the pulsar emission drops. When m drops below 10-3 M0 the secondary 
is planetlike and R. IX m!. In the contracting planetary phase evaporation at the rate in Eq (8), 
adjusted for a shrinking secondary, would leave no remnant at all after an additional 2 . 107 yrs. 
(During all of those evaporative phases the radiation temperature of the secondary hemisphere facing 
the neutron star, which absorbs - 5· 1036erg s-I/47ra2 per unit area, is about 3 ·104o K. This is 
enough to evaporate smaller planets no matter what the form of the incident flux.) 

An ionized wind from the secondary will meet the strong ultralow frequency 1.5 . 103 Hz magnetic 
dipole radiation from the pulsar to form a bow shock around the secondary as indicated in Figure 
1. The stand off radius of the bow shock 

1 

D (mwVw) 1 1010 
"110 - --B--""" em, (10) 

of order the secondary's stellar radius for mw and B from Eqs. (8) and (5). Near the bow shock the 
wind plasma can be very overdense for pulsar microwave emission so that the onset of any eclipse of 
it by the secondary can be sharp. Egress from the c1ipse involves microwave beam passage through 
the down stream plasma wake and would be expected to b~ much more diffusive. Such an assymetry 
is observed (Fruchter et at. 1988). 

• 

tVorblt __ 
Sharp eclipse 

_ entry 

-- ~Olffuse and 
dispersive 
emerllenee 

Figure 1. Bow .bock aDd wake from the interaction of a 8trong 8econdary pluma wind with the 
pulsar'. Khl magnetic dipole radiation. 

The research summarized here was supported in part by NSF grant number AST81-02381. 
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v. MAGNETOSPHERES, ACCRETION PROCESSES 
AND COLUMNS 



ACCRETION BY MAGNETIC NEUTRON STARS 

F. K. Lamb 
University of Illinois at Urbana-Champaign 
Departments of Physics and Astronomy 
1110 West Green Street 
Urbana, IL 61801 
U.S.A. 

ABSTRACT. Many X-ray stars that exhibit periodic and quasi-periodic oscilla
tions in intensity are thought to be magnetic neutron stars accreting matter from 
a close binary companion. These lectures provide an introduction to some of the 
concepts needed to understand this process. The capture of material from the wind 
or from the atmosphere or envelope of a binary companion star is described and 
the resulting types of accretion flows discusssed. The reasons for the formation of 
a magnetosphere around the neutron star are explained. The qualitative features 
of the magnetospheres of accreting neutron stars are then described and compared 
with the qualitative features of the geomagnetosphere. The conditions for stable 
flow and for angular and linear momentum conservation are explained in the con
text of neutron star accretion and applied to obtain rough estimates of the scale 
of the magnetosphere. Accretion from disk flows is then considered in some detail, 
including the structure of geometrically-thin Keplerian flows, the interaction of the 
disk with the magnetosphere, and models of steady disk flows. Accretion torques 
and the resulting changes in the pulse frequencies of accretion-powered pulsars 
are considered and the predicted behavior compared with observation. Finally, 
the beat-frequency magnetospheric model of quasi-periodic intensity oscillations 
(QPOs) is described and compared with observation. 

1. INTRODUCTION 

In these lectures I have been asked to provide an introduction to some of the 
concepts needed to understand accretion by magnetic neutron stars, to describe 
some of the most interesting aspects of current theoretical models, and to indicate 
some of the most important unresolved questions. The lectures do not provide a 
complete and balanced review of the subject but are instead an informal account 
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of a variety of problems that have interested me in recent years. Although there 
has been a substantial amount of work on the problems discussed in these lectures, 
many important issues remain unresolved. One goal of these lectures is therefore 
to interest more of you in these problems, with the hope that you may help to solve 
them. Since the subject of this study institute is "timing neutron stars," I will 
emphasize aspects of accretion by magnetic neutron stars that can be addressed 
by timing observations. 

Accretion by magnetic neutron stars is still a relatively new topic in astro
physics. Intense study of this process began with the discovery in the early 1970s 
of periodic oscillations in the intensities of two bright X-ray sources (Schreier 
et al. 1972; Tananbaum et al. 1972) and the interpretation of these as strongly 
magnetic (B"-'10 12 G), rotating neutron stars accreting matter from binary com
panions (Pringle and Rees 1972; Davidson and Ostriker 1973; Lamb, Pethick, and 
Pines 1973). About 30 of these accretion-powered pulsars are now known. Most 
are in high-mass (Mtot;G 15 Mev) binary systems located in the disk of the galaxy, 
although a few have been found in low-mass (Mtot;S 3 M 0 ) systems located in the 
galactic bulge. 

Research on accretion by magnetic neutron stars recently received new im
petus with the discovery of several types of qnasi-periodic intensity oscillations 
(QPOs) in the most luminous X-ray stars in the galaxy (van der Klis et al. 1985; 
Hasinger et al. 1986; Middleditch and Priedhorsky 1986) and the suggestion that 
the QPOs of one type, the so-called horizontal branch oscillations or HBOs, are 
produced by interaction of the magnetosphere of a weakly magnetic (B"-'108-
109 G), rapidly rotating neutron star with inhomogeneities in the Keplerian accre
tion disk surrounding it (Alpar and Shaham 1985; Lamb et al. 1985; Shibazaki 
and Lamb 1987; Lamb 1988b). 

The different types of X-ray intensity variability expected for accreting neu
tron stars in different galactic locations and different types of binary systems are 
summarized in Table 1. At least some --y-ray burst sources are also thought to be ac
creting magnetic neutron stars (see Lamb 1988a; Murakami et al. 1988; Fenimore 
et al. 1988). 

As Ogelman (1989) has discussed, the evidence that accretion-powered pul
sars are strongly magnetic accreting neutron stars is compelling. The stability of 
the X-ray intensity oscillations rules out the possibility that these sources are black 
holes, while the high spin rates (,,-,1-10 Hz) and luminosities ("-'1037 -1038 ergs s-l) 
of many are inconsistent with degenerate dwarf models, which have maximum 
spin rates ,,-,0.1 Hz and maximum X-ray luminosities "-'4 x 1036 ergss- 1 (Kylafis 
and Lamb 1979). Furthermore, the stellar angular velocity changes inferred from 
observed changes in oscillation frequency agree quantitatively with the torques 
expected for accretion by neutron stars with dipole magnetic fields "-'1011-1013 G, 
but are several orders of magnitude larger than expected for degenerate dwarfs (see 
Ghosh and Lamb 1979b and references therein). Finally, the X-ray pulse shapes 



TABLE I 
X-Ray Intensity Variability in Accreting Neutron Starsa 

Galactic Mass of Magnetic Field Type of X-ray Intensity 
Location System Strength (G) Variation Expected 

Disk High 1012-1013 Periodic and quasi-periodic 
oscillations 

Bulge Low 1011_1012 Periodic and quasi-periodic 
oscillations 

Bulge Low 108-109 Quasi-periodic oscillations 
and bursts 

Bulge Low ;S 107 Small-amplitude variations, 
flares, and bursts 

aBased on current ideas of how the various types of X-ray intensity variations are 
produced. The quasi-periodic oscillations referred to are the so-called horizontal 
branch oscillations (HBOs) discussed in §6. For the purpose of this table, HBOs 
are assumed to be a magnetospheric phenomenon. The X-ray bursts referred to 
are the so-called Type I bursts, which are thought to be caused by thermonuclear 
flashes in matter that has accreted onto the surface ofthe neutron star (see Lewin 
and Joss 1983; Taam 1985). 
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and spectra agree qualitatively with magnetic neutron star models and indicate 
surface field strengths as high as 1012_1013 G (Kirk and Triimper 1983; Meszaros 
1982, 1986). Two accretion-powered pulsars show X-ray spectral features that 
have been interpreted as lines produced by cyclotron scattering (Triimper et 
al. 1978; Wheaton et al. 1979). If they are cyclotron lines, the surface magnetic 
field strengths in these two stars are""" 1012 gauss. 

The evidence that the luminous QPO sources are also accreting neutron 
stars is strong, although not as compelling as for the accretion-powered pulsars. 
The evidence that the QPO sources have significant magnetospheres is indirect, 
but highly suggestive. At present, the most promising model for the HBOs is the 
beat-frequency modulated accretion (BFMA) model. In this model, interaction of 
the magnetosphere of the neutron star with the inner edge of the accretion disk 
causes the accretion rate and hence the stellar luminosity to oscillate at the beat 
frequency given by the difference between the orbital frequency of inhomogeneities 
in the inner disk and the rotation frequency of the neutron star. The BFMA 
model gives oscillation frequencies that agree with observed HBO frequencies for 
neutron star rotation rates,...., 100 Hz and magnetic field strengths rv 109 gauss, val
ues expected on the basis of prior evolutionary arguments which suggested that 
the luminous low-mass X-ray binaries are progenitors of the millisecond rotation-
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powered pulsars (see Alpar and Shaham 1985). Magnetic field strengths of this 
order are also consistent with recent work which suggests that the magnetic dipole 
moment of a neutron star does not decay below ""108 -109 G on the relevant evo
lutionary time scales (Kulkarni 1986; van den Heuvel, van Paradijs, and Taam 
1986). The BFMA model appears even more appealing as an explanation for the 
HBOs following the recent discovery of quasi-periodic oscillations in the intensi
ties of the accretion-powered pulsars Cen X-3 (Tenant 1988a,bj Hasinger 1989) 
and EXO 2030+375 (Angelini 1988) at frequencies consistent with the BFMA 
model, and the reported similarities of the power spectra of intensity variations 
in accretion-powered pulsars and QPO sources (Hasinger 1988, 1989). 

In §2 I describe the various mechanisms by which mass can be transferred 
from the companion star to the neutron star and the properties of the resulting 
accretion flows. The interaction between the accreting plasma and the neutron 
star magnetic field and the structures of the quite different magnetospheres that 
form in different types of accretion flows are discussed in §3. In §4, several as
pects of accretion from a Keplerian disk are considered in more detail. Disk 
accretion is emphasized in these lectures because observations suggest that most 
accretion-powered pulsars and all QPO sources are accreting from Keplerian or 
near Keplerian flows. §5 describes how studies of the periodic intensity oscilla
tions of accretion-powered pulsars can provide information on the magnetospheric 
structure of these stars. In §6 I discuss the physics of disk accretion by a neutron 
star with a relatively weak magnetic field and outline the beat-frequency model of 
HBOs. I do not discuss the flow of plasma near the stellar surface or the emission 
of radiation, nor do I review the very large body of relevant observations. Reviews 
of these topics may be found in the articles by Giacconi (1975), Meszaros (1982, 
1986), White (1982), Bradt and McClintock (1983), Kirk and Triimper (1983), 
Joss and Rappaport (1984), and van der Klis, van Paradijs, and Lewin (1988). 

2. EXTERIOR FLOWS 

The character of the accretion flow near the neutron star magnetosphere is deter
mined in part by the flow far from the star, where the effect of the stellar magnetic 
field is negligible. I refer to the accretion flow in this region as the exterior flow. 
In the present section I summarize the evidence that the neutron star captures 
matter from a binary companion, describe mechanisms by which the capture can 
occur, and discuss the basic types of exterior flows that can result (see also Treves, 
Maraschi, and Abramowicz 1988). It will be helpful, in this discussion, to have in 
mind the most important macroscopic length scales in binary systems containing 
magnetic neutron stars. These are listed in Table II, along with their typical val
ues. Note that the radius of the magnetosphere is typically much smaller than the 
binary separation and the accretion capture radius. Hence the capture process 
can sometimes be treated, to a first approximation, separately from the loss of 



TABLE II 
Length Scales in Accreting Neutron Star Binariesa 

Length Symbol Typical value (cm) 

Binary separation a '" 1010_1012 

Accretion capture radius Ta '" 1010 

Magnetospheric radius Tm '" 107-109 

Neutron star radius R ~ 106 

aThe value of the accretion capture radius quoted is for capture from a wind 
with a velocity Vw = 108 cms-1 . The range of magnetospheric radii quoted 
are for mass accretion rates AI in the range 1017_1018 gs-l, a neutron star 
mass M = 1 M 8, and a surface dipole magnetic field component in the range 
109-1013 G. 
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matter from the companion star and the interaction with the neutron star magne
tosphere. The thermal state of the exterior flow can, however, be strongly affected 
by the radiation produced near the neutron star. 

2.1 Mass Accretion Rates 

The most luminous accreting neutron stars have total X-ray luminosities "'1035 _ 

1038 ergs s-l. This X-ray emission is powered largely by release of gravitational 
binding energy as matter accretes to the surface of the star. The energy released 
by adding a unit mass to the star is just the chemical potential ¢>s of the star. 
Thus, if the mass flux to the stellar surface is i1, the rate of energy release (the 
so-called accretion luminosity) is 

(2.1 ) 

In principle, ¢>s includes the energy released as the structure of the neutron star 
adjusts to the addition of matter and as the accreted matter is catalyzed to its 
lowest energy state. In practice, the energy released as the structure of the star 
readjusts is negligible for cold neutron stars (stars more than a few hours old). 
The energy released as the accreted matter is catalyzed to its lowest energy state 
is ",7 MeV per nucleon, which is only a few percent of the'" 100-200 MeV per nu
cleon gravitational binding energy. Thus, the rate of energy release due to nuclear 
transmutations is small compared to the rate of release of gravitational binding 
energy, if the nuclear transmutations occur steadily, but may temporarily domi
nate the rate of release of gravitational binding energy if nuclear transmutations 
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are inhibited for a time and then occur rapidly, as in the thermonuclear flash 
model of X-ray bursts (for a recent review of nuclear processes in accreted matter, 
see Taam 1985). 

If the energy released in the readjustment of the star and in nuclear reactions 
is neglected, the chemical potential <P8 of the star is equal to the gravitational 
potential <pg( r) evaluated at the radius of the stellar surface. For current equations 
of state, general relativistic corrections to the Newtonian expression for <Pg can be 
as large as 10-20 %. If these are also neglected, equation (2.1) becomes 

L~MGM/R=1.33x1037M17(M/M8)R-;;1 ergss-1 , (2.2) 

where M is the mass of the neutron star and R is its radius. Here and below, 
numerical subscripts on quantities indicate that they are to be evaluated in terms 
of the corresponding power-of-ten of the cgs unit. Thus, for example, in equa
tion (2.2), M17 == M /1017 gs-l and R6 == R/106 cm. 

For a neutron star with an extensive magnetosphere, the energy released 
near the stellar surface completely dominates. that released near the magneto
spheric boundary, since <pg(r) ex: l/r. Near the star, the kinetic energy acquired 
by the accreting plasma in falling into the deep gravitational potential is converted 
first into heat and then into radiation (very little is conducted into the star, even 
if it is cold). The luminosity of the star in the 0.1-100 ke V X-ray band depends on 
the efficiency with which the kinetic energy of the infall is converted into X-rays, 
but cannot exceed the accretion luminosity. In practice, most of the accretion 
luminosity emerges as X-radiation, except perhaps in stars that are completely 
swamped by accreting matter. 

The luminosities of the most luminous accreting neutron stars imply mass 
accretion rates'" 10-11-10-8 M8 yr-1 • These rates are much larger than a neutron 
star can capture from the interstellar medium. Such neutron stars must therefore 
be capturing matter from a binary companion. Direct evidence for the presence of 
a binary companion in some systems comes from observations of periodic eclipses 
of the X -ray emission. Other evidence comes from the periodic Doppler shift of 
the pulsation frequencies of accretion-powered pulsars, 1800 out of phase with the 
Doppler shift of emission from the companion star. In some cases, the heating 
of one face of the companion star by X-rays from the neutron star can be seen. 
All three effects have been observed in a few systems. The known binary periods 
of accretion-powered pulsars range from ",1 hour to ",40 days (see Bradt and Mc
Clintock 1983). Those of QPO sources range from ",0.2 hours to '" 10 days (Lamb 
and Priedhorsky 1988). 

2.2 Mass Capture 

Only neutron stars in close binary systems with a companion star of mass ~ 15 M8 
or ;S 2 M8 are expected to be observed as X-ray stars, since only companion stars 
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TABLE III 
Mass Transfer Mechanisms in Close Binary Systems 

Mass of 
System 

High 

Low 

Source of Accreting 
Matter 

Radiation-driven wind 

Overflowing atmosphere 

Self-excited wind 

Overflowing envelope 

Mean Angular Peak Angular 
Momentum Momentum 

Low Low to high 

High High 

Low Low to high 

High High 

with masses in these ranges provide matter at sufficient rates to power luminous 
X-ray emission for an appreciable length of time (see Taam 1984; van den Heuvel 
1989). Companion stars in the upper mass range transfer matter to the neutron 
star via a radiation-pressure-driven stellar wind or by having their atmosphere 
overflow the gravitational potential well confining the star. Under some conditions, 
massive companions may transfer matter by both mechanisms simultaneously. 
Companion stars in the lower mass range transfer matter by envelope overflow or, 
possibly, via a self-excited wind, if their outermost layers are sufficiently heated by 
absorbing soft X-rays coming from the neutron star. The atmosphere or envelope 
of the companion star may overflow its gravitational potential well if the star 
expands as a result of nuclear evolution or mass loss. In short-period systems, mass 
transfer is driven by loss of orbital angular momentum via gravitational radiation 
or mass loss. These possible mechanisms of mass transfer are summarized in 
Table III. 

Capture from a win d.-When the companion star loses matter via a wind, 
some of it will be deflected and focused by the gravity the neutron star, and then 
compressionally heated, cooled, and captured. In the usual picture of accretion 
from a homogeneous medium by a star moving at a hypersonic velocity vo, it 
is assumed that the particles of accreting matter follow Keplerian orbits. All 
particles with the same impact parameter then collide at the same point behind 
the star, where they share their momentum. It is assumed that particles with an 
impact parameter less than a certain value are accreted, whereas those with larger 
impact parameters are not. This argument gives a mass accretion rate 

• 2 
M = poVo7rra (2.3) 

where Po is the mass density far from the neutron star and 

(2.4) 
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is the so-called accretion capture radius. Here e is a dimensionless number that 
depends on one's assumptions about the gas dynamics of the capture process but 
is presumed to be of order unity. For example, if one assumes that the separatrix 
between the particles that are captured and those that are not occurs where 
the inward velocity falls below the escape velocity (Hoyle and Lyttleton 1939), 
e = 1. Other assumptions lead to other values for E. Bondi and Hoyle (1944) have 
suggested that this picture could be extended to subsonic velocities by using the 
interpolation formula 

(2.5) 

where c. is the sound speed far from the star and e is between 1 and 2. From 
the symmetry of the flow, it is clear that the matter accreted by the star adds no 
angular momentum. Hence the angular momentum of the star does not change, 
that is 

(2.6) 

Even so, the spin rate of the star usually changes, since its moment of inertia 
usually changes as it accretes matter. The spin-rate change can be either positive 
or negative, depending on the structure of the star (see §5.2). 

Despite the important simplifying assumptions involved, this picture has 
often been applied to capture of matter by a neutron star immersed in a homoge
neous stellar wind, with 

v = (v2 + v 2 )1/2 o w orb (2.7) 

in terms of the wind velocity Vw at the orbit of the neutron star and the orbital 
velocity Vorb of the neutron star. The results can be very misleading, for several 
reasons: 

• Capture depends in a fundamental way on the physical processes that occur 
in the region where .the streamlines intersect, since unless energy is lost, the 
matter remains unbound. Yet these physical processes (formation of a shock 
wave, cooling by radiation, etc.) are not included in the analysis. 

• A stellar wind is not a homogeneous medium. At a minimum there are 
density and velocity gradients on length scales comparable to the distance 
from the mass-losing star. In fact, there is strong evidence for large velocity 
and density gradients on much smaller length scales, as discussed below. 

• The dimensions of the accreting object (star or magnetosphere) and the 
boundary conditions imposed on the flow at the object obviously can affect 
the capture process, but are not considered in the analysis. 

In the last decade a so, a variety of efforts have been made to address some of these 
aspects, first with analytical methods and, more recently, with numerical simu
lations. Although progress has been made, important issues remain unresolved. 
Here we briefly summarize the current situation (for a more detailed review, see 
Ho 1988). 
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Numerical experiments (Hunt 1971; Shima et al. 1985) have shown that the 
estimates (2.3)-(2.5) for the mass flux and accretion capture radius are correct to 
within a factor of order unity, for axisymmetric flows. However, the situation for 
non-axisymmetric flows is much less clear. Density and velocity gradients deform 
the capture cross section, create circulation in the flow, and lead to accretion of 
angular momentum by the star. 

Quite generally, the time rate of change of the angular momentum js of the 
star is 

(2.8) 

where Ns is the torque on the star, S is a surface enclosing the star, n is the 
momentum flux density tensor, and n is a unit vector normal to the surface and 
oriented outward. In the following discussion it will be helpful to consider the 
mean specific angular momentum 

(2.9) 

of the accreting matter. 
Early analytical calculations of Rw (Shapiro and Lightman 1976; see also 

Dodd and McCrea 1952; Illarionov and Sunyaev 1975) considered only a constant 
velocity wind and the effect of a small density variation of the form 

(2.10) 

where the coordinate x increases in a direction normal to the velocity. The contri
bution to n of stresses other than the material stress and the deformation of the 
accretion capture cross section caused by the density gradient were both neglected. 
The result was 

(2.11 ) 

Shapiro and Lightman estimated that for a constant velocity, homogeneous stellar 
wind, the size of the density gradient at the orbit of the neutron star is 

(2.12) 

where a is the binary separation. If the mean specific angular momentum of the 
matter captured from the wind by the neutron star is written as 

(2.13) 

where Oorh is the orbital angular velocity of the system and 1Jw is a dimensionless 
number, the estimates of Shapiro and Lightman correspond to 1Jw positive and of 
order unity. 
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Subsequently, Davies and Pringle (1980) analyzed capture of material from 
a wind by a point mass using the Hoyle-Lyttleton approach and concluded that, 
to first order in raja, no angular momentum is captured. More recently, Soker 
and Livio (1984) recalculated fw following the Hoyle-Lyttleton appproach but 
assuming a different form for the accretion line and found a small (compared to 
fwo) but finite value of fw. Wang (1981) has argued that the zero value of fw found 
by Davies and Pringle is a result of their assumption of flow along an accretion 
line to a point mass. He therefore concluded that if accretion occurs in a column 
rather than along a line, finite angular momentum capture is possible. Ho (1988) 
has argued that the Hoyle-Lyttleton approach gives a reasonable estimate of the 
mass capture rate but that it is unrealistic to expect that it can give accurate 
estimates of quantities, such as the angular momentum capture rate, that are 
sensitive to the detailed structure of the accretion flow. 

Wang (1981), Anzer, Borner, and Monaghan (1987), and Ho (1988) have 
recalculated the angular momentum capture rate when there are density and ve
locity gradients in the upstream flow and only material stresses are included in 
the integral (2.8). For capture from a spherically symmetric wind leaving the 
companion star, the expected sizes of the density and velocity gradients are 

(2.14) 

and 
(2.15) 

where q == (dlnvw/dlnr) is to be evaluated at the orbit of the neutron star. 
For a wind that is still accelerating near the neutron star, q > 0, indicating 
that the acceleration increases €p but decreases €v. Of course, q = 0 for a wind 
that is coasting. When the effect on the angular momentum capture rate of the 
deformation of the capture cross section is included, fw is similar in magnitude 
but of opposite sign to the estimate made by Shapiro and Lightman (1976), that 
is, 'f}w in equation (2.13) is of order unity, but negative. Ho (1988) has argued 
that pressure stresses may make a contribution to fw that is of the same order as 
the material stress, for the usual choice of the surface S in the integral (2.8), but 
found it difficult to estimate the sign of the pressure stress contribution. Under 
some conditions, viscous shear and magnetic stresses may also be important in 
equation (2.8). Thus, Ho has concluded that the sign as well as the magnitude of 
'f}w is at present still uncertain. 

Numerical simulations of mass capture from a wind have been carried out 
by several groups. Livio et at. (1986a,b) and Soker et at. (1986) found that an 
upstream density gradient led to a finite angular momentum capture rate, based on 
a series of 3D particle-in-cell claculations. Anzer, Borner, and Monaghan (1987) 
used a 2D, smoothed-particle code and found that an upstream velocity gradient 
led to a finite angular momentum capture rate, but could not achieve a steady flow. 
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Matsuoda, Inoue, and Sawada (1987) studied mass transfer via a thermally-driven 
wind and found a flow pattern in which the circulation reversed quasi-periodically. 
Taam and Fryxell (1988) used a 2D piecewise-parabolic method with an upstream 
density gradient and also found quasi-periodic reversals in the circulation of the 
flow with attendant oscillations in the accretion rate. 

The mean specific angular momentum of the matter captured in most of 
the numerical experiments is rather uncertain, but appears to be only a small 
fraction of that expected for l77wl ~ 1. In the simulation of Taam and Fryxell 
(1988), the instantaneous value of 77w is sometimes as large as ",,0.2. Ho (1988) 
has suggested that the fluctuating behavior found in the 2D calculations may be 
a consequence of the artificially large interaction between the passing wind and 
the material circulating around the star that is inherent in the 2D approximation. 
The absence of fluctuations in the 3D calculations could be because the large 
effective viscosity caused by the relatively coarse zoning of the 3D calculations 
suppresses this phenomenon, or because the phenomenon is an artifact of the 2D 
approximation. This issue should be resolved as 3D calculations with finer zoning 
become possible. 

There is evidence that actual winds in binary systems have short-length
scale, large-amplitude fluctuations in density and velocity. For example, the spin
rate changes observed in Vela X-I by Boynton et al. (1984) on time scales of days 
imply angular momentum capture rates almost 100 times larger than even that 
predicted by equation (2.13) and of alternating sign. Similar behavior has been 
observed in 4U1538-52 by Makishima et al. (1987). 

Ho and Arons (1987) have suggested that large-amplitude fluctuations in 
the density and velocity of a radiation-driven wind can occur as the result of 
overstable oscillations produced by the coupling between the mass capture rate 
and the wind velocity via the effect of X-radiation from the neutron star on the 
radiation force in the spectral lines. They argue that 77w could be as large as 0.5 
for such a flow. 

Overflow of atmosphere or envelope.-When the companion star loses mat
ter by overflowing its gravitational potential well, relatively cold plasma from the 
atmosphere or envelope flows slowly over the gravitational saddle point between 
the companion star and the neutron star, and is immediately captured by the 
neutron star. The mass transfer rate is determined by the evolution of the bi
nary system, which can be affected by nuclear burning in the companion star, 
gravitational radiation of orbital angular momentum, magnetic braking, and tidal 
coupling between the neutron star and accreting matter and the companion star. 

For low-mass systems, the moment arm of matter flowing over the saddle 
point between the stars is ""a and the specific angular momentum of the matter 
captured by the neutron is therefore 

(2.16) 

where 770 is a dimensionless number of order unity. The precise value of 770 depends 
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on the mass ratio and other properties of the system. Note that £0 is at least 
(a/ra)2 times larger than £w, for l1]wl;S 1. 

2.3 Disk and Radial Flows 

The character of the accretion flow near the neutron star magnetosphere depends 
strongly on the amount of circulation. I define a K eplerian disk flow as one in 
which the angular velocity n at each radius is closely equal to the angular velocity 
nK(r) of a circular Keplerian orbit at the same radius. A radial flow is one in 
which the angular velocity is much less. Of course intermediate cases, in which the 
angular velocity is comparable but not closely equal to nK(r), are also possible. 

Accreting matter with specific angular momentum £ relative to the neutron 
star will orbit it at the radius 

rl == £2/GM. (2.17) 

Thus, if 
(2.18) 

then rl < rm and accreting matter will fall directly onto the magnetosphere. If 
on the other hand £ > £crit, the accreting matter will go into orbit around the 
magnetosphere, provided that the length scales on which the density and velocity 
of the matter vary are larger than the critical impact parameter 

(2.19) 

separating orbits that intersect the magnetosphere from those that do not (Ho 
1988). 

For matter captured from a wind, equation (2.13) for the mean specific 
angular momentum of the matter gives 

(2.20) 

where in the last expression on the right we have assumed a wind velocity Vw = 
108 cms-1 and a binary orbital period Porb = 1 day. Equation (2.20) shows that 
1]w must be ~ 102 in order for an extensive disk to form around the magnetosphere 
of a strongly magnetic neutron star, which extends to a radius greater than 108 cm 
(cf. Table II). Thus, an extensive disk cannot form if the wind is homogeneous, 
but may form if the flow has a large circulation, as suggested by the observations 
of spin-rate changes of wind-fed neutron stars discussed in §2.2. 

If no disk forms, the radial component Vr of the inflow velocity will approach 
the free-fall velocity 

(2.21 ) 
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near the magnetosphere, and the flow time scale will be comparable to the free-fall 
time 

(2.22) 

Assuming that viscous shear stresses in the flow are unimportant, the specific 
angular momentum of the accreting matter will remain approximately constant as 
the matter falls toward the neutron star, and the angular velocity of the accreting 
matter will therefore satisfy n ~ €jr2. 

If instead a disk forms, outward transport of angular momentum will cause 
the disk to expand radially. Formation of an extensive disk may significantly affect 
the mass capture process (see, for example, Ho 1988). 

For matter overflowing the gravitational potential well of the compamon 
star, 

(2.23) 

where we have used equation (2.16) and in the last expression on the right we have 
assumed a binary separation a = 1011 cm and a binary orbital period Forb = 1 day. 
Thus, matter supplied by atmospheric or envelope overflow will always form a 
Keplerian disk around the neutron star magnetosphere (the magnetospheric radius 
is expected to be ;S 109 cm, even for a stellar magnetic field .....,1013 G). 

Figure 1 shows stages in the formation of a Keplerian disk by matter over
flowing the gravitational potential lobe of the companion star. The flow around 
the neutron star is not initially circular but becomes circular within a few orbital 
periods. The resulting ring then spreads radially inward and outward as the shear 
stress transports angular momentum outward. The outer radius rd of the Kep
lerian flow depends on whether the neutron star is a source or sink of angular 
momentum and on whether the tidal interaction of the outer part of the disk with 
the companion star (which can transfer angular momentum from the disk to the 
orbital motion of the system) is strong or weak. Normally, rd will exceed the 
radius ri. If the tidal coupling of the matter in the outer part of the disk to the 
orbital motion is just strong enough, the flow may settle down to a steady state in 
which matter enters the disk from the stream and then spirals slowly inward as its 
angular momentum is transported outward by shear stresses and tidal coupling 
to the orbital motion. 

3. MAGNETOSPHERES 

I use the term magnetosphere to refer to the volume around the neutron star in 
which its magnetic field strongly affects the flow of mass, energy, and angular mo
mentum. This volume can profoundly affect the observed properties of accreting 
neutron stars. For example, the intensity of the X-radiation seen by a distant 
observer will oscillate periodically if the stellar magnetic field is not symmetric 
about the rotation axis, if the field is strong enough to channel the accretion flow, 
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a) 

b) 

c) 

d) 

e) 

Fig. l.-Schematic picture of the formation of a Keplerian accretion disk around a neutron 
star, showing (a) collision of the initial gas stream with itself, (b) formation of a circular 
ring, (c) spreading of the ring inward and outward, and (d) development of a steady disk 
flow. Panel (e) shows a side view of the steady flow. 
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and if the resulting beamed radiation produced near the star can escape without 
being isotropized. Such periodic intensity oscillations are especially important 
because they reflect directly the stellar rotation rate. 

The very existence of a magnetosphere changes the rotation-rate behavior 
of an accreting neutron star, by increasing the radius where the accreting plasma 
couples to the star and changing the nature of the coupling. A magnetosphere also 
makes possible new, potentially important radiation processes, such as cyclotron 
emission and scattering. The interaction of the stellar magnetic field with the 
accretion flow can create large electrical potential drops in the system, which may 
accelerate charged particles to very high energies, leading to production of Te V 
')'-rays. The shapes of pulses, the spectra of the radiation, and the time scales of 
quasi-periodic and random variations in intensity are all affected by the structure 
of the magnetosphere. 

Aside from its astronomical importance, the study of neutron star magne
tospheres is also a fascinating physics problem, which provides a check on our 
understanding of plasma and magnetospheric physics under conditions that differ 
by many orders of magnitude from those encountered in planetary magnetospheres 
or terrestrial laboratories. 

In the present section I describe the qualitative features of the interaction be
tween the accretion flow and the stellar magnetic field, the characteristic features 
of accretion flows that lead to formation of a magnetosphere, and the physical 
principles that determine the scale of the magnetosphere. 

3.1 Formation of a Magnetosphere 

The structure of the outer magnetosphere depends on the angular velocity of the 
plasma near the magnetosphere as well as the angular velocity of the neutron star. 
A useful measure of the dynamical importance of the circulation of the accreting 
plasma is the dimensionless number (Elsner and Lamb 1977) 

(3.1 ) 

which is less than or equal to 1. Here D(rm) is the angular velocity of the plasma 
at the magnetospheric boundary and DK(rm) is the Keplerian angular velocity 
there. Rotation is dynamically unimportant for approximately radial accretion 
flows (those with wp ~ 1) but important for orbital flows (those with wp ,::::: 1). 
For Keplerian accretion disks, wp = 1. In most systems, the angular velocity 
of the plasma at the magnetospheric boundary appears to be comparable to the 
Keplerian velocity there, and one has to consider the dynamical effects of this 
circulation. The radial accretion problem, on the other hand, is defined by the 
assumption that circulation is dynamically unimportant. 

Despite their profound differences, disk and radial accretion flows have sev
eral important features in common: 
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• Both are inward flows controlled primarily by gravity, which causes the 
plasma streamlines to converge on the neutron star. Because of this conver
gence, both flows tend to trap the stellar magnetic field and sweep it inward 
toward the neutron star, at least to a first approximation. 

• In both types of flows, the material stress pv2 increases more slowly with 
decreasing radius than does the stress of the stellar magnetic field. In radial 
flows, for example, the material stress scales approximately as r- 5 / 2 • In disk 
flows, the material stress scales approximately as r- 5 / 2 in the gas-pressure 
dominated region and r- 3 / 2 in the radiation-pressure dominated region (see 
§4.1). In contrast, the magnetic stress of a dipolar stellar magnetic field 
scales approximately as r -6 . 

• The electrical conductivity of the accreting plasma in both types of flows is 
very high. Motion across field lines therefore occurs slowly on the time scale 
of the inflow, and the tendency of the flow to confine the stellar magnetic 
field in the sectors where it is converging is realized to an important degree. 

If the intrinsic (undistorted) magnetic field of the neutron star has non-zero higher 
multi pole moments, the stress of the intrinisic magnetic field of the star will in
crease even more steeply with decreasing radius than r- 6 , for radii near the stellar 
surface. Even if the intrinsic stellar magnetic field is purely dipolar, the confine
ment of the stellar magnetic field by the flow (screening) and the resulting higher 
multipole moments created by the electrical currents in the flow and the electrical 
currents induced in the star will cause the stress of the magnetospheric magnetic 
field to increase more steeply with decreasing radius than r-6 • As a result, even 
for relatively weak neutron star magnetic fields (B '" 108 G) there is a volume 
around the neutron star in which the magnetic field strongly affects the flow of 
mass, energy, and angular momentum. 

Because the magnetic field of the neutron star is comparatively weak at 
the radii where matter is captured and because the subsequent flow of the highly 
conducting matter converges toward the neutron star, a negligible fraction of the 
magnetic flux threading the star is expected to thread the accreting matter at the 
time it is captured. This fact and the high electrical conductivity of the accreting 
plasma means that the plasma does not have ready access to the stellar surface. 
The flux of mass into the magnetosphere due to microscopic processes, such as 
collisional diffusion or loss-cone entry, is generally negligible compared to the 
total mass fluxes inferred from the luminosities of these neutron stars (Elsner and 
Lamb 1984). Thus, the large inward mass fluxes must be the result of macroscopic 
processes. An important problem in both disk and radial flow geometries is to 
understand how plasma eventually reaches the surface of the neutron star. 

Fortunately, the radius of the magnetosphere is typically much smaller than 
the radius at which matter is captured (cf. Table II), so that the structure of 
the magnetosphere can be discussed, to a first approximation, independently of 
the capture process. In accretion-powered pulsars (but not in QPO sources) the 
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magnetospheric radius is estimated to be much larger than the stellar radius, so 
that the interaction of the flow with the magnetospheric boundary can also be 
treated, to a first approximation, separately from the interaction of the flow with 
the stellar surface. 

As discussed further below, the material stresses associated with plasma 
circulation and flow into the magnetosphere dominate thermal pressure in deter
mining the scale and structure of the magnetosphere. Thus, the structure of the 
magnetosphere depends sensitively on the accretion flow pattern, which is gener
ally quite complex, and can vary greatly from one type of flow to another. The 
dynamical character of the interaction between the flow and the stellar magnetic 
field makes it difficult to model. 

A quantitative description of the magnetospheres of accreting neutron stars 
is particularly difficult to construct for the conditions expected in accretion
powered pulsars and QPO sources. In these sources, the magnetic field of the 
neutron star is thought to be misaligned with its spin axis. As a result, the ro
tation of the star causes the magnetic field to vary explicitly with time, which 
imposes an explicit time dependence on the interaction between the star and the 
flow, even if the flow far from the star is time-independent. In addition, since 
the magnetic field has no spatial symmetry, the interaction with the flow has 
no symmetry and hence is three-dimensional. Finally, the actual flow may have 
large-amplitude fluctuations. Although some attempts to analyze the explicitly 
time-dependent, three-dimensional case have been made (see, e. g., Anzer and 
Borner 1980), quantitative models have been developed only for steady radial or 
axisymmetric flows. 

3.2 Comparison with the Geomagnetosphere 

Some workers have tried to apply models of the geomagnetosphere directly to 
accreting magnetic neutron stars. This approach fails because of the profound 
differences between the magnetospheres of accreting neutron stars and the geo
magnetosphere, some of which are indicated in Table IV and Figure 2. 

The most important differences between the geomagnetosphere and the mag
netospheres of accreting neutron stars can be traced to one or more of the following 
factors (cf. Table IV): 

• The strong gravitational field of the neutron star, which creates a converging 
flow while the accreting plasma is still far away from the magnetosphere and 
continues to control the flow of matter into the magnetosphere and toward 
the stellar surface . 

• The highly variable nature of the plasma flow toward the neutron star mag
netosphere, which can cause the structure of the magnetosphere to change 
dramatically with time. 
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TABLE IV 
Magnetospheres of the Earth and Neutron Stars 

Aspect Earth Neutron Stars 

Exterior flow Always similar Highly varied 
(solar wind) (-1= solar wind) 

Effect of gravity Very small Very large 

Mass influx Very small Very large 

Stresses caused by 
plasma entry Small Large 

Plasma density Low High 

Collison rates Low Low to high 

Effects of cooling Small Very large 

Effects of radiation Very small Very large 

Effects of rotation Small Typically large 

• The large flux of matter into the neutron star magnetosphere, which stresses 
the outer magnetosphere and produces a relatively high plasma density 
throughout. 

• The high plasma density near the neutron star, which makes the plasma 
collisional or quasi-collisional on the scale of the magnetosphere. 

• The strong magnetic field of the neutron star, which typically causes charged 
particles to lose their energy by cyclotron emission in much less than one 
transit time across the magnetosphere. 

• The intense radiation field from near the surface of the neutron star, which 
cools the plasma in the magnetosphere in much less than an infall time and 
can produce radiation pressure forces even larger than gravity. 

• The typically strong circulation of the accreting plasma and the rapid ro
tation of the neutron star, which stress the outer magnetosphere and can 
strongly affect the plasma flow pattern. 

The fact that all or almost all of the matter that interacts with a neutron star 
magnetosphere enters it and the highly variable nature of accretion flows deserve 
further comment. 

Because almost all of the matter that interacts with the geomagnetosphere 
flows on by (see Fig. 2), the characteristic radius of the nose of the geomagneto-
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Fig. 2.-Side views of the geomagnetosphere (top) and the magnetosphere of a neutron 
star accreting from a Keplerian disk (bottom), illustrating the profound differences in the 
exterior plasma flows and the resulting structures of the two magnetospheres. Almost all 
of the plasma that interacts with the geomagnetosphere flows on by, whereas essentially all 
of the plasma that interacts with the magnetosphere of an accreting neutron star enters it. 
Also, the geomagnetosphere is always immersed in the solar wind, whereas neutron star 
magneto spheres are immersed in flows that may vary dramatically with time, from nearly 
radial to Keplerian. 

sphere can be estimated simply by balancing a static plasma pressure, set equal 
to the ram pressure of the solar wind, against the static pressure of the confined 
magnetic field of the earth. In contrast, essentially all of the matter that interacts 
with the magnetosphere of an accreting neutron star penetrates it and reaches the 
stellar surface within one free-fall or transit time (again see Fig. 2). The material 
stresses associated with the flow of matter into a neutron star magnetosphere are 
therefore generally as large as the stresses outside, and play an important role in 
determining the scale and structure of the magnetosphere. As a result, determin-
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ing the structure of the magnetosphere of an accreting neutron star is a dynamic 
rather than a static problem, even to a first approximation. 

A further important difference is that the geomagnetosphere is always im
mersed in a single, albeit somewhat variable, environment, namely the solar wind. 
In contrast, accreting neutron stars are found in a wide variety of environments, 
ranging from nearly radial flows to geometrically thin Keplerian disks, none of 
which are similar to the solar wind. Indeed, as noted in §2.2, even the flow near 
a given neutron star may change dramatically with time. Thus, one expects large 
variations in the structure of the magnetosphere from one accreting neutron star 
to another and in the structure of the magnetosphere of a single neutron star from 
one time to another. 

Although the structure of the magnetosphere of an accreting neutron star 
is complex, for some purposes it is both useful and sufficient to have an order-of
magnitude estimate of the radius inside which the stellar magnetic field strongly 
affects the motion of accreting plasma. In the next three sections I review such 
estimates. Of course the structure of the magnetosphere is not spherical, so that 
any single length scale can only be a very rough guide to its structure. 

3.3 Stable Magnetospheric Flow 

To be credible, an estimate of the radius of the magnetosphere of an accreting 
neutron star must take into account the fact that essentially all of the matter 
approaching the star flows through the magnetosphere to the stellar surface. For 
this reason, estimates made by simply balancing the thermal pressure of static 
plasma outside the magnetosphere against the pressure of a static magnetic field 
inside are not credible. Indeed, if the plasma were to remain outside the mag
netosphere, no plasma could reach the stellar surface and hence, whatever else it 
might be, such a star could not be a luminous X-ray source. If, as expected, the 
plasma does not remain in a static configuration outside, then the assumption of 
static pressure equilibrium is not consistent. 

There is ample evidence that the flow of accreting plasma in accretion
powered pulsars is guided by the stellar magnetic field toward the magnetic poles 
(see Meszaros 1982, 1986; Kirk and Triimper 1983). This is natural if the ac
creting plasma has become threaded by the stellar magnetic field. Assuming that 
threading occurs readily, one can construct a first estimate of the scale of the mag
netosphere based on the fundamental characteristic of accretion, namely plasma 
flow, and the fact that the stellar magnetic field can control the flow only if it is 
strong enough (see Lamb, Pethick, and Pines 1973; Elsner and Lamb 1977; Ghosh, 
Lamb, and Pethick 1977). Two forms of the argument are possible, one global 
and the other local. Both consider plasma flow inside the magnetosphere (which 
I call magnetospheric flow) and hence can be applied for any exterior flow. 
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Fig. 3.-Schematic illustration of global (a) and local (b) MHD stability arguments that 
set an upper bound on the extent of the magnetosphere of an accreting neutron star. Both 
arguments are based on the fact that the disturbance of the stellar magnetic field by the 
accreting matter propagates at the Alfven speed. 

Global argument.-The global argument (see Fig. 3a) starts with the fact 
that the inward falling plasma cannot be deflected by the stellar magnetic field in 
a time shorter than the time taken by an Alfven wave propagating in the stellar 
field to travel from the plasma to the stellar surface and back. Thus, the stellar 
magnetic field can significantly affect the motion of accreting plasma at radius r 
only if 

(3.2) 

where 

(3.3) 

is the time for an Alfven wave to travel from r to the stellar surface at Rand 

(3.4) 

is the time for the flow to travel from r to the stellar surface. The Alfven velocity 
in equation (3.3) is given by 

Bp 
VA = J47fp' (3.5) 

where Bp is the poloidal component of the stellar magnetic field and p is the 
density of the plasma on the stellar field lines. 

Both integrals (3.3) and (3.4) are typically dominated by the domain where 
r is large, since both Vr and VA are usually smallest there. Thus, tr ~ r/vr(r) and 
tA ~ r/vA(r). On substituting these expressions into inequality (3.2), one finds 
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that an upper bound on the radius of the magnetosphere is given implicitly by the 
inequality 

(3.6) 

where p is the mass density on the stellar field lines. Note that condition (3.6) 
does not guarantee that the magnetic stress is large enough to control the flow, if 
other components of the flow velocity are larger than V r • Thus, the actual radius 
of the magnetosphere may be less than the radius given by condition (3.6). 

Local argument.-The local form of this argument (see Fig. 3b) may be 
stated as follows. Field-aligned flow must be sub-Alfvenic in the poloidal field of 
the star in order to be stable (Lamb and Pethick 1974; Williams 1975; Ghosh, 
Lamb, and Pethick 1977; Adam 1978). The condition that this be so is 

(3.7) 

where vp and Bp are the poloidal components of the bulk flow velocity and the 
magnetospheric magnetic field, respectively. 

Inequality (3.7) is typically also hardest to satisfy at large r. For example, 
if the accreting matter is falling freely inward along the lines of a dipolar field, 
pv; ex r-7 /2, whereas B; ex r-6 . Thus, inequality (3.7) implicitly sets an upper 
bound on the radius of the magnetosphere on each flux tube. 

The global and local arguments agree if Vr ,..., vp. The radius defined by 
these arguments is called the Alfven radius and is usually denoted rA. 

3.4 Disk Flows 

The converging streamlines of a Keplerian accretion flow tend to sweep the mag
netic field of the accreting star inward. Cross-field motion due to microscopic dif
fusion is negligible, so that even the relatively slow inward drift of the disk plasma 
is sufficient to confine much of the magnetic flux of the star to its vicinity. How
ever, the inward flow is typically confined by gravity to a solid angle ,...,10-2 ster. 
As a result, the stellar magnetic field is likely to be much more compressed in 
the disk plane than in directions away from it, and hence the magnetosphere is 
not spherical. Instead, the magnetosphere is pinched inward in the disk plane 
but balloons outward in directions away from the plane. Some lines of the stellar 
magnetic field may be open. 

"Diamagnetic disk" models.-Several authors (Pringle and Rees 1972; Aly 
1980; Riffert 1980; Kundt and Robnik 1980; Anzer and Borner 1983; White and 
Stella 1987) have assumed that a geometrically thin Keplerian disk flow will in
teract with the magnetic field of the neutron star only by excluding it from the 
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volume occupied by the disk. In order for this to happen, the disk flow would 
have to be stable and the plasma in the disk perfectly diamagnetic. Despite the 
absence of any couple between the disk and the star in this "diamagnetic disk" 
picture, the disk is usually assumed to have an inner edge, from which matter falls 
freely to the stellar surface. The radius of the inner edge of the disk is typically 
calculated by balancing the thermal pressure of the plasma at the midplane of a 
steady disk flow model against the magnetic pressure of an undistorted dipolar 
magnetic field (see, for example, Pringle and Rees 1972; White and Stella 1987). 

Although the diamagnetic disk picture provides some insight into the topol
ogy of the magnetic field near a Keplerian disk flow, it has several major defects 
as a model for neutron star X-ray sources. First, the very physical processes that 
cause the plasma in the disk to drift inward by creating a substantial shear stress 
will also lead to a large magnetic diffusivity. These processes include turbulent 
motions, and magnetic field amplification and reconnect ion. Instabilities of the 
disk-magnetic field interface, such as the Kelvin-Helmholtz instability, will also 
assist the magnetospheric magnetic field to mix into the disk. Reasonable esti
mates of the rate at which the magnetospheric magnetic field diffuses into the 
disk indicate that the field will thread through the disk in a time much shorter 
than the radial drift time, as discussed below. If these estimates are correct, the 
assumption of a diamagnetic disk is self-contradictory and such a disk can never 
form. Even if the threading of the disk plasma by the magnetospheric magnetic 
field is not complete, the interaction between the disk plasma and the magne
tospheric magnetic field will create a couple between the disk and the star that 
radically changes the character of the flow. 

A second defect of the diamagnetic disk picture, if applied consistently, is 
that plasma in the disk never reaches the stellar surface on time scales of interest 
(assuming these are much shorter than the time scales on which electrical currents 
in the neutron star decay). This can be seen by considering the initial value 
problem of the formation and evolution of a Keplerian disk from a stream of 
accreting matter approaching the neutron star (d. Fig. 1). In accordance with 
the diamagnetic disk picture, we assume that the incoming flow is stable and 
perfectly diamagnetic, and that the boundary between the Keplerian flow and the 
magnetic field can be determined by balancing the static thermal pressure of the 
plasma in the flow against the pressure of the surrounding magnetic field. Because 
of the extreme weakness of the stellar magnetic field at the radius T"t where the 
material from the stream first orbits the neutron star, the pressure balance surface 
is initially far from the center of the plasma ring, as shown in the top panel of 
Figure 4. As the plasma streaming into the ring diffuses inward and outward, the 
ring spreads, the pressure at the inner edge of the ring increases, and the inner 
edge of the pressure balance surface moves inward, as shown in the middle panel 
of Figure 4. 
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Fig. 4.-Schematic side views of the time evolution of a stable, perfectly diamagnetic 
Keplerian disk flow around an aligned rotator, showing the initial interaction of the plasma 
ring with the stellar magnetic field (top), the inward and outward diffusion of the plasma 
in the ring (middle), which causes the inner edge of the pressure balance surface to move 
inward, and the gradual accumulation of plasma near the star (bottom), which increasingly 
pinches the stellar magnetic field between the inner edge of the flow and the star. A steady 
flow never develops. 

Since, in accordance with the diamagnetic disk picture, there is no couple 
between the magnetic field and the flow, angular momentum can be removed from 
the Keplerian flow only by internal shear stresses. However, as shown below in 
§4.1, removal of angular momentum by shear stresses internal to a geometrically 
thin Keplerian flow can never proceed fast enough to cause the angular velocity 
of the flow to deviate significantly from the Keplerian value or the radial velocity 
to approach free-fall. Thus, the plasma in the disk will continue to diffuse slowly 
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inward indefinitely, maintaining its Keplerian azimuthal velocity. As the density 
and pressure at the inner edge of the disk increase, the inner edge of the pressure 
balance surface will continue to move inward, as shown in the bottom panel of 
Figure 4. 

As the pressure of the magnetic field confined between the inner edge of the 
disk and the star increases, ever increasing plasma pressure is required to move 
the inner edge of the pressure balance surface further inward. Even if the intrinsic 
magnetic field of the star is purely dipolar (and it may not be), once the pressure 
balance surface is within a distance rvR of the stellar surface, the higher multipole 
moments of the pinched stellar magnetic field will become very important, causing 
the magnetic pressure to rise even more steeply as the inner radius of the pressure 
balance surface decreases. Thus, the structure of the Keplerian flow continues to 
evolve and is very unlikely to be similar to that in models of steady-state disk 
flows. Since no plasma ever reaches the neutron star, the mass accretion rate to 
the stellar surface is zero, there is no energy release at the stellar surface, and the 
luminosity comes only from the disk. 

This discussion shows that attempts to determine the inner radius of the 
diamagnetic disk, from which matter supposedly "falls" from the disk to the star, 
by balancing the thermal pressure at the midplane of a steady-state flow model 
against the magnetic pressure of an undistorted dipolar magnetic field are deeply 
misleading, for several reasons: (1) The tacit assumption that the pressure at the 
inner edge of the time-dependent diamagnetic inflow is the same as the pressure in 
the midplane of a steady-state Keplerian disk flow is unjustified, and is probably 
wrong. (2) The tacit assumption that the magnetic pressure of the pinched stellar 
magnetic field is the same as the pressure of an undistorted dipolar field at the 
same radius is incorrect. (3) The assumption that matter deviates significantly 
from Keplerian motion at the pressure balance surface violates angular momentum 
conservation, since by assumption there is no couple between the disk and the star 
and since the shear stress in a geometrically thin flow is too small to cause any 
significant deviation from Keplerian motion. On the other hand, if there is a 
significant couple between the disk and the star, then the use of static pressure 
balance to determine the inner edge of the Keplerian disk flow is unfounded. 

The couple between disk and star.-Consider now the physical processes that 
create a couple between the disk flow and the neutron star. Typical values of the 
coupling times due to some of these processes, as well as other important time 
scales in disk accretion, are listed in Table V. 

N ear the inner edge of the Keplerian flow, the interface between the disk flow 
and the magnetospheric magnetic field is Kelvin-Helmholtz unstable (Ghosh and 
Lamb 1978). Penetration of the Keplerian flow by the magnetospheric magnetic 
field is assured if unstable modes grow to an amplitude comparable to the semi
thickness h of the disk. Modes with wavelengths ). greater than h can achieve 
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TABLE V 
Important Time Scales in Disk Accretiona 

Time Scale Symbol Typical Value (s) 

Kelvin-Helmholtz growth time TKH ",10-2 

Magnetic flux reconnection TR ",10-1 

Keplerian orbital period TK ",10-1 

Turbulent diffusion through disk TD ",1 

Radial drift Tr '" 103 

Doubling of spin rate T. 109-1013 

aNear the inner edge of the disk. Accretion flow and neutron star parameters are 
the same as in Table II. 

such an amplitude while still in the linear regime. Since the growth times of the 
Kelvin-Helmholtz modes in the linear regime can be estimated analytically, using 
the MHD dispersion relation appropriate to the disk-magnetosphere interface, 
Ghosh and Lamb concentrated on long-wavelength modes. They found that near 
the inner edge of the disk, the growth time for long-wavelength Kelvin-Helmholtz 
modes is '" 10-5 times the radial drift time. Thus, there appears to be plenty of 
time for these modes to grow to sufficiently large amplitude to greatly disturb 
the disk surface and allow the magnetospheric magnetic field to mix with the 
disk plasma before the plasma drifts significantly inward. This mixing produces 
a couple between the disk and the star. 

The disk and the star will also be coupled by turbulent diffusion of the 
magnetospheric field into the disk, as shown in Figure 5. This process is important 
in the region where the kinetic energy density of convective or turbulent motions 
in the disk exceeds the energy density of the magnetospheric magnetic field just 
outside the disk. In this region one expects the magnetospheric magnetic field to 
be entrained by the convective motions and carried into the disk. In order to make 
an estimate of the efficiency of this process, Ghosh and Lamb (1978) adopted a 
mixing length approach, assuming a diffusion coefficient '" 0.1 Utet, where Ut is 
the turbulent velocity and et is the length scale of the largest eddies. They found 
that the magnetospheric magnetic field would diffuse through the disk in a time 
'" 10-3 times the radial drift time. Thus, there appears to be ample time for the 
magnetic field to diffuse into the disk. Once inside the disk, magnetic field lines 
that were formerly above the disk can reconnect to magnetic field lines that were 
formerly below the disk, creating an additional couple between the disk and the 
neutron star. 
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Fig. 5.--Side view of the inner edge of a Keplerian disk flow (shaded) being threaded by 
the magnetospheric magnetic field via turbulent diffusion and reconnection. Field lines 
that connect to the neutron star are indicated by the letter S. The stellar magnetic field 
first diffuses into the disk (a-b) and then reconnects (c), linking magnetic field lines that 
were formerly above and below the disk through it (right) and creating a magnetic island 
(left) within the disk. Such an island will subsequently be distorted and subdivided by 
turbulence, convection, and reconnect ion within the disk. Afterwards, its orientation could 
favor reconnection to the magnetospheric magnetic field just outside the disk. 

A third process that couples the disk and the star is reconnect ion of the 
magnetospheric magnetic field to magnetic fields in the disk (Ghosh and Lamb 
1978). The disk flow amplifies and reconnects any seed field in the stream of 
matter that feeds it, creating closed loops of magnetic flux within the disk. These 
flux loops are continually distorted by convection and turbulence within the disk, 
and by reconnection (see Stella and Rosner 1984, and references therein). Even if 
there were no magnetic field initially threading the disk flow, turbulent diffusion of 
the magnetospheric magnetic field into the disk flow will create such a field. Once 
there are magnetic flux loops within the disk, either because magnetic fields were 
present in the incoming stream or because the magnetospheric magnetic field ear
lier diffused into the disk, it will be energetically favorable for the magnetospheric 
field to reconnect to the disk fields. The time scale for this to occur near the inner 
edge of the disk is '" 10-3 times the radial drift time. In the usual reconnect ion 
picture, almost all of the magnetic flux is conserved, but the topology is radically 
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changed. As a result, field lines that initially formed closed loops in the disk now 
connect to the star. This produces a couple between the star and the disk flow. 

In summary, even if the Keplerian disk flow were not initially coupled to 
the stellar magnetic field, a significant couple would develop rapidly compared to 
the radial drift time. Thus, any realistic model of disk accretion by a magnetic 
neutron star must take into account the coupling between the disk and the star. 

Radius of the inner edge of the disk.-As noted above, if the neutron star 
did not have a magnetic field, or if the magnetic field did not couple the disk 
and the star, the plasma in the disk would remain in near-Keplerian motion, spi
ralling slowly inward as the weak shear stresses within the disk slowly transported 
angular momentum outward. In order for the Keplerian flow to have an inner 
edge other than at the stellar surface, angular momentum must be extracted from 
the Keplerian flow by some mechanism other than viscous shear stresses. The 
interaction with the magnetic field of the neutron star can be such a mechanism. 

Consider, for simplicity, a slowly rotating neutron star. The coupling be
tween the star and the disk via the stellar magnetic field increases rapidly as the 
flow nears the star. This is true even if the stellar magnetic field is dipolar and 
the flow does not appreciably screen the stellar field, simply because of the steep 
increase of B2 with decreasing radius. At a certain distance from the star, the 
flow of angular momentum out of the disk via magnetic stresses becomes larger 
than the radially outward flow of angular momentum via the the shear stresses 
in the disk. The Keplerian disk does not end at this radius, however, because the 
angular momentum flux out of the disk is still far too small to cause a significant 
departure from Keplerian motion. The Keplerian disk ends when the magnetic 
coupling to the star is large enough to remove the angular momentum of the flow 
in a radial distance Dor small compared to r. This is what marks the end of the 
Keplerian disk flow and the beginning of the magnetospheric flow. 

This analysis shows that the inner radius of the Keplerian disk is determined 
by conservation of angular momentum (Ghosh and Lamb 1979a). The radius at 
which the magnetic stress removes the angular momentum of the Keplerian flow 
in a radial distance Dor (~ T) is given implicitly by the azimuthal stress balance 
condition 

(3.8) 

where Bp and Be/> are the poloidal and toroidal components of the magnetospheric 
field, DoT i~ the radial distance over which the magnetospheric field and the disk 
interact, AI is the mass flux through the inner disk, and VK = TflK is the azimuthal 
velocity of the flow in terms of the Keplerian angular velocity f2K. Equation (3.8) 
implicitly determines the radius TO of the inner edge of the Keplerian disk. 

The shape and structure of the magnetosphere is affected by the large ma
terial stresses associated with the orbital motion of the disk plasma, the flow of 



TABLE VI 
Static and Dynamic Stresses in Accretion from a Keplerian Diska 

Stress Ratio Flow in the Disk Flow in the Magnetosphere 

pv;: P ",10-4 ",104 

pvpvcf>: p ",1 ",103 

pv~: P ",104 ",104 

a Accretion flow and neutron star parameters are the same as in Table II. 
Here p is the mass density of the flow, vp is the poloidal velocity, vcf> is the 
azimuthal velocity, and P is the thermal pressure. 
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plasma into the magnetosphere, and the tendency of plasma within the magne
tosphere to corotate with the neutron star. The relative sizes of these stresses 
just outside and just inside the magnetosphere are compared with one another 
and with the thermal pressure in Table VI. In the disk, the radial ram pressure 
is typically much less than the thermal pressure. However, the off-diagonal part 
of the material stress is typically comparable to the thermal pressure, while the 
diagonal part of the material stress in the azimuthal direction is large compared 
to the thermal pressure. Just inside the magnetosphere, all the dynamical stresses 
are much larger than the thermal pressure. The structure of the magnetosphere 
is clearly a dynamical problem, not a static one. 

3.5 Radial Flows 

I define an approximately radial accretion flow as one for which wp ~ 1. Ap
proximately radial accretion by neutron stars has been the focus of a substantial 
theoretical effort (Lamb 1975a,b; Elsner 1976; Elsner and Lamb 1976, 1977, 1984; 
Arons and Lea 1976a,b, 1980; Michel 1977a,b,c; Wang and Welter 1982; Burnard, 
Lea, and Arons 1983; Wang and Nepveu 1983; Wang, Nepveu, and Robertson 
1984; Wang and Robertson 1984), motivated in part by its comparative tractabil
ity. Under some conditions, accretion flows near neutron stars that are capturing 
matter from a stellar wind may be approximately radial, as discussed in §2.3. 
Investigations of approximately radial flows have usually assumed that the neu
tron star is rotating sufficiently slowly that centrifugal forces can be neglected. 
Even though the dynamical effects of the circulation of the accreting plasma are, 
by definition, negligible in approximately radial flows, the difference between the 
angular velocity of the neutron star and that of the plasma just outside the mag
netosphere may strongly affect the way in which the accreting plasma enters the 
magnetosphere. 
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TABLE VII 
Important Time Scales in Radial Accretiona 

Time Scale Symbol Typical Value (s) 

Compton cooling tc 10-6-10-2 

Electron-ion energy exchange tei "'10-1 

Free-fall (dynamical) tff '" 10-1 

Bremsstrahlung cooling tbr 10-1-1 

aNear the magnetospheric boundary. Accretion flow and neutron star parameters 
are the same as in Table II. 

Two cooling regimes.-The character of approximately radial accretion flows 
depends sensitively on whether there is a substantial flow of plasma to the stellar 
surface at the time in question. If there is little or no flow to the stellar surface, 
plasma near but outside the magnetosphere cools predominantly via electron-ion 
energy exchange and bremsstrahlung radiation. If, on the other hand, there is a 
substantial flow of plasma to the stellar surface, the X-rays produced there rapidly 
cool the electrons in the accreting plasma by the inverse Compton process, and 
the electrons then rapidly cool the ions by collisional energy exchange. 

'Whereas cooling by bremsstrahlung emission: typically takes much longer 
than the free-fall time to the stellar surface, inverse Compton cooling of plasma 
exposed to X -rays from the stellar surface typically takes much less than a free
fall time, as indicated in Table VII. Thus, when X-rays are being emitted, plasma 
accreting to the stellar surface cools as it falls. For electrons moving in the mag
netospheric field, the cyclotron cooling time is shorter still, while ion cyclotron 
cooling becomes important near the stellar surface. As long as the accreting 
plasma remains optically thin, cooling occurs so rapidly that neither the electrons 
nor the ions will mirror in the magnetospheric field. 

Evolution of radial fiows.-As discussed in §2.3, approximately radial in
flow is possible only if matter is captured from a stellar wind. Consider a wave 
front of plasma falling approximately radially from the accretion capture radius 
Ta toward the neutron star. At first, the magnetic field ahead of the wave front 
is very weak, and hence the infalling plasma readily sweeps it inward, toward the 
star. However, as the wave front compresses the magnetic field, the field becomes 
increasingly rigid. If, as expected, the plasma approaching the star is highly con
ducting and therefore cannot readily penetrate the stellar magnetic field, the rising 
back-pressure of the magnetic field will decelerate the plasma. When this hap
pens, a shock wave forms near the plasma-magnetic field interface (the so-called 
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Fig. 6.-Schematic view of stages in the interaction between an initially radial inflow 
and the magnetic field of the neutron star, showing the initial compression of the stellar 
magnetic field by the infalling, diamagnetic plasma (a), the accumulation of shock-heated 
plasma outside the magnetopause (b), and the large-scale change in the structure of the 
magnetosphere as the plasma cools and the magnetosphere becomes unstable ( c). The 
radius of the magnetopause is denoted by rm and the radius of the shock front, by rs. 

magnetopause) and begins to propagate upstream through the accreting plasma, 
heating it and slowing its inward motion (see Fortner, Lamb, and Zylstra 1984). 
Post-shock electron and ion temperatures may reach ",1010 K for a shock radius 
rs '" 108 cm. After the plasma passes through the shock front, its inward motion 
is slowed further by a gradient in the plasma pressure between the shock front 
and the magnetic field. Eventually the magnetic field becomes rigid enough to 
completely halt the inflow of the heated plasma near the initial magnetospheric 
radius rmO. 

This sequence of events is shown schematically in Figures 6a and 6b. In 
Figure 6a, the plasma is driving the magnetic field inward. As a result, the 
location of the interface between the plasma and the stellar magnetic field, the 
so-called magnetopause, is not determined by static pressure balance. As the 
increasingly compressed stellar magnetic field becomes stiffer, it eventually slows 
the inflow, and a shock wave forms. A brief interval of quasi-static evolution 
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follows, as plasma accumulates between the outward-moving shock front at rs and 
the inward-moving magnetopause at rm , as shown in Figure 6b. During this phase 
little plasma reaches the stellar surface, and the neutron star is not a luminous 
X-ray source, although some emission of ",lOOkeV hard X-rays is expected. Even 
so, the magnetopause continues to move inward as plasma accumulates outside. 

As discussed below, very little of the shock-heated plasma is expected to 
penetrate the stellar magnetic field on a free-fall time, and hence at first very 
little plasma reaches the steilar surface to produce cooling X-rays. Moreover, 
thermal conduction can probably be neglected, since even a very small magnetic 
field in the accreting plasma will suppress it. Thus, the shock-heated plasma is 
expected to cool primarily via electron-ion energy exchange and bremsstrahlung 
radiation. Since the bremsstrahlung cooling time is typically longer than the time 
required for the magnetosphere to assume its equilibrium shape (a time of order 
the free-fall time, which is greater than or comparable to the time for an Alfven 
wave to cross the magnetosphere), there is a brief interval when the shape of the 
magnetosphere is determined by a quasi-static balance between the pressure of 
plasma and swept-up magnetic fields outside the magnetosphere and the pressure 
of the stellar magnetic field inside. 

Relative motion between the plasma just outside and just inside the magne
topause will tend to drive the magnetopause Kelvin-Helmholtz unstable, mixing 
the accreting plasma into the magnetosphere. If a sufficient quantity of plasma 
enters the magnetosphere and falls to the stellar surface, releasing X-rays, inverse 
Compton cooling will accelerate the cooling of the plasma near the magnetopause. 
After approximately one cooling time, the plasma near the magnetopause has be
come sufficiently dense that the magnetopause tends to become Rayleigh-Taylor 
unstable. At this point a large-scale flow of plasma into the magnetosphere de
velops, as shown schematically in Figure 6c. Once this large inward flow toward 
the stellar surface has begun, the large-scale structure of the magnetosphere is 
distorted by the stresses associated with the copious flow of plasma into the mag
netosphere and static pressure balance is no longer a good guide to the location 
and shape of the magnetopause. When the increased inflow of plasma approaches 
the stellar surface, the star begins to emit an increased flux of X-rays, speeding 
cooling. If the infalling plasma is threaded rapidly by the stellar magnetic field, 
ordered flow cannot extend outside the Alfven radius rA defined in §3.3. 

Clearly, the time development of approximately radial accretion flows and 
the resulting structure of the magnetosphere depend sensitively on whether or 
not the plasma-field interface is hydromagnetically stable. It is therefore useful to 
consider models in which the magnetopause is presumed stable separately from 
those in which it is unstable. 

Stable magnetopause.-vVhen the magnetosphere is hydromagnetically sta
ble and in quasi-static equilibrium, the shape of the magnetosphere is determined 
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by conservation of linear momentum. During this phase, the accreted plasma is 
separated from the interior of the magnetosphere by a current layer. Electron 
and proton temperatures T rv 1010 K and particle densities n rv 1015 cm-3 are 
typical of the conditions expected outside the magnetosphere for accretion rates 
typical of the luminous neutron star X-ray sources. Lower particle densities may 
be of interest for neutron star models of flaring X-ray and ,-ray sources (Lamb et 
al. 1977). Under these conditions, both the electrons and protons are collisionless, 
with mean free paths ;G rmO. 

The current layer separating the accreted plasma from the interior of the 
magnetosphere is expected to have a thickness Dorm rv ai, where ai is the ion 
Larmor radius in the magnetospheric field. Since ai is typically rv1 cm, Dorm is 
completely negligible compared to rmo, and the gravitational force acting on the 
plasma in the boundary layer can be neglected in calculating the balance of linear 
momentum across the magnetopause, which may be expressed as 

(:1). = (:1) + Pout, 
71" In 71" out 

(3.9) 

where B t is the component of the magnetic field tangential to the boundary and 
P is the plasma thermal pressure. The subscripts indicate whether the terms are 
to be evaluated just inside or just outside the magnetopause. 

Applying conservation of linear momentum across the initially thin shocked 
plasma layer (including the effect of the gravitational force on the plasma within 
the layer), the initial plasma thermal pressure just outside the magnetopause is 

(3.10) 

so that the initial radius rmO of the magnetopause is the so-called Chapman
Ferraro radius rCF defined implicitly by (Chapman and Ferraro 1931) 

(Bi) 2 
871" = pVr • (3.11) 

For a purely radial inflow, the shape and location of the initial plasma-magnetic 
field interface rmo(B) is given by equation (3.11). As discussed below in §3.7, 
typical values of rCF are rv 107-109 cm for accretion-powered pulsars, much greater 
than the radius R ~ 106 cm of the neutron star. At these radii, the stellar magnetic 
field is dominated by its dipole component, and there are point cusps above the 
magnetic poles. 

As accretion continues, plasma accumulates between the shock front and the 
magnetopause, and hence the radius of the shock front tends to increase. Simulta
neously, the shocked plasma cools, the pressure at the magnetopause increases, and 
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hence rm decreases. If gravitational forces were absent, the magnetopause would 
remain stable as the plasma cools, since it is convex toward the plasma. However, 
gravitational forces are present, and hence the boundary becomes Rayleigh-Taylor 
unstable as soon as the plasma cools sufficiently (see below). 

Appreciable entry of plasma by any mechanism causes copious emission of 
X-rays from the stellar surface and extremely rapid cooling of the plasma at the 
magnetospheric boundary by the inverse Compton process, as discussed above. 
Thus, in order to compete effectively with the Kelvin-Helmholtz and Rayleigh
Taylor instabilities, other entry mechanisms must create an average inflow velocity 
comparable to the free-fall velocity at the magnetospheric boundary, since the 
average inflow velocity produced by hydromagnetic instabilities will be of this 
order in any case. 

What processes might compete with hydromagnetic instabilities? Particles 
can enter the magnetosphere via loss-cone entry through the polar cusps and mi
croscopic diffusion across the magnetopause. .However, these processes are not 
important for conditions typical of the luminous binary X-ray sources (Elsner and 
Lamb 1984). According to current theoretical models of magnetic flux reconnec
tion, plasma entry into the magnetosphere via reconnect ion cannot compete with 
the Kelvin-Helmholtz and Rayleigh-Taylor instabilities unless the magnetic field 
within the accreting plasma is comparable in scale and strength to the magne
tospheric magnetic field; otherwise magnetic flux linkage will not proceed fast 
enough nor go deep enough into the magnetosphere for reconnect ion to be com
petitive. Among other things, this requires that the strength of the magnetic field 
in the plasma accreting onto a given neutron star have a particular value at the 
capture radius, otherwise the magnetic field at the magnetopause will either be 
too weak or too small-scale for entry via flux reconnect ion to compete with entry 
via the Kelvin-Helmholtz and Rayleigh-Taylor instabilities. Given the available 
evidence concerning magnetic fields and plasma flow patterns in neutron star bi
naries, it appears very unlikely that plasma entry into the magnetosphere via flux 
reconnect ion can be competitive (Elsner and Lamb 1984). 

In summary, the plasma entry mechanisms that operate when the magne
topause is hydromagnetically stable cannot compete with plasma entry via hydro
magnetic instabilities, except perhaps in very exceptional circumstances. 

Unstable magnetopause.-Consider now the mixing of plasma into the mag
netosphere produced by the Rayleigh-Taylor and Kelvin-Helmholtz instabilities. 

Although there is general agreement on the conditions under which the mag
netospheric boundary is Rayleigh-Taylor unstable, the wavelengths of the modes 
that are most important for transporting plasma into the magnetosphere when 
this happens remain uncertain. Lamb (197 5a, b ), Elsner (1976), and Elsner and 
Lamb (1976, 1977) emphasized the likely importance of relatively long-wavelength 
modes and rapid diffusion of plasma onto magnetospheric magnetic field lines, 
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whereas Arons and Lea (1976a,b, 1980) assumed that only short-wavelength modes 
can exist and that the plasma would diffuse only slowly onto field lines. In eval
uating the results of a numerical study, Wang and Nepveu (1983) conjectured 
that mass transport into the magnetosphere via long-wavelength modes is fa
vored, both because the growth of long-wavelength modes tends to saturate more 
slowly than that of shorter wavelength modes and because there are numerous ef
fects, including rotation, viscosity, and magnetic shear, that preferentially stabilize 
shorter-wavelength modes. However, in a later numerical study, Wang, Nepveu, 
and Robertson (1984) found that the shortest wavelengths consistent with the 
effective viscosity of the plasma flow were likely to be the most important (these 
could, however, be comparable to rm , if the pressure scale-height in the shocked 
plasma is "-'rm)' 

If the most important nonlinear modes turn out to have wavelengths that 
are a substantial fraction of rm , the problem of flow into the magnetosphere be
comes much more complex than assumed by Arons and Lea, because tangen
tial pressure gradients and inertial stresses will distort the shape of the outer 
magnetosphere, while the magnetopause itself (here defined as the region that 
contains screening currents and in which the magnetic field transfers momentum 
to the inflowing plasma) may broaden to an appreciable fraction of rm. If rel
atively long-wavelength modes are the most important for plasma flow into the 
magnetosphere, there are a number of important and interesting observational 
eonsequences. For example, in persistent X-ray sources in which plasma enters 
the magnetosphere predominantly as a result "f the Rayleigh-Taylor instability, 
one may expect intensity fluctuations of relatively large amplitude. Mass trans
port into the magnetosphere by relatively long-wavelength modes also implies 
relatively large fluctuations in the corresponding accretion torque, with impor
tant observational consequences. Finally, the growth of such modes will produce 
plasma sheets or filaments that have a much greater chance of surviving intact 
deep into the magnetosphere, where their breakup would lead to plasma inflow 
over a substantial fraction of the stellar surface and hence to the formation of 
complex pulse waveforms at keVenergies (Elsner and Lamb 1976). 

The possibility that the Rayleigh-Taylor instability occurs preferentially 
near the polar cusps is of interest because X··ray emission from X-ray pulsars is 
localized on the stellar surface, as indicated by the pulsed emission. Even though 
the cusp region is inherently more stable than the equatorial magnetopause, most 
of the accreting plasma might still enter the magnetosphere there if the luminos
ity is low and the cusps are preferentially illuminated by X-rays from the stellar 
surface. However, entry near the cusps cannot be the dominant entry process if 
the star has a persistent luminosity greater than "-'1036 ergs S-1 and, as in the 
presently known pulsing sources, a substantial fraction of the magnetopause is 
illuminated (Elsner and Lamb 1984). Under these conditions, plasma near the 
magnetopause cools in a time much shorter than the free-fall time there, and 
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hence there is no time for an extensive plasma atmosphere to accumulate outside 
the magnetosphere. Instead, plasma everywhere outside the magnetosphere will 
fall into it via Rayleigh-Taylor instability of the magnetopause before it has time 
to flow a significant distance around the magnetosphere. Plasma above the cusp 
axis, which is stable, can enter the magnetosphere by flowing a short distance 
sideways to a point where the magnetopause is unstable. 

For approximately spherically-symmetric radial accretion by neutron stars 
with moderate rotation rates, the relative motion of the magnetosphere and the 
surrounding plasma suppresses the Rayleigh-Taylor instability. Burnard, Lea, and 
Arons (1983) have studied such stars and conclude that the accreting plasma is 
mixed into the magnetosphere by the Kelvin-Helmholtz instability. Wang and 
Welter (1982) concluded that even a very weak magnetic field within the plasma 
may suppress this instability, and suggested that mixing of moving plasma into 
the magnetosphere is not the result solely of the Kelvin-Helmholtz instability. In 
a later numerical study of the nonlinear development of the Kelvin-Helmholtz 
instability, Wang and Robertson (1984) found that the tendency for neighboring 
vortices to coalesce causes the longest wavelength modes to dominate the mixing 
process. They also found that a component of the magnetic field parallel to the 
flow does have a stabilizing effect. Wang and Robertson concluded that the width 
of the Kelvin-Helmholtz mixing layer is likely to grow until it is comparable to 
the scale-height of the plasma outside the magnetopause, or until it becomes 
comparable to the scale-length over which the field-line orientation changes near 
the magnetospheric boundary. 

3.6 Effects of Stellar Rotation 

As just noted, even if the accretion flow outside the magnetosphere is almost purely 
radial, the shear produced at the magnetospheric boundary by stellar rotation can 
play an important role in mixing the accreting plasma into the magnetosphere (see 
Burnard, Lea, and Arons 1983; Wang and Robertson 1984). 

An important radius for rotating stars is the so-called centrifugal radius 

(3.12) 

where the centrifugal force acting on matter corotating with the star just balances 
gravity. Here P is the stellar rotation period in seconds. 

Accretion-powered pulsars are frequently characterized as short period (P < 
lOs), intermediate (lOs S P s 100s), or long-period (P > 100s) rotators. How
ever, the influence of an accreting star's rotation on the dynamics of the flow 
depends on the mass accretion rate and the stellar magnetic moment as well as 
the spin period. For matter that has been brought into corotation with the star, 
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centrifugal forces become important when rc approaches rm or, equivalently, the 
so-called fastness parameter (Elsner and Lamb 1977; Ghosh and Lamb 1979a) 

(3.13) 

approaches 1. Here the magnetospheric radius rm is to be interpreted as the angu
lar momentum balance radius ro, for Keplerian accretion flows, or the Chapman
Ferraro radius reF, for approximately radial flows. The star's rotation is dynam
ically unimportant for w. ~ 1. Note that w. = (rm /rc )3/2. Values of w. inferred 
from observation range from "-' 10-3 to "-' 1. 

3.7 Scale of the Magnetosphere 

The various order-of-magnitude estimates of the scale of the magnetosphere dis
cussed in the preceding sections, and the types of flows to which they are applicable 
and inapplicable, can be summarized as follows. 

Stable magnetospheric flow.-An estimate of the radius inside which or
dered, field-aligned flow is possible can be made based on the MHD stability 
arguments summarized in §3.3. As explained there, field-aligned flow is stable 
inside the Alfven radius rA, given implicitly by the condition 

B; 2 
47l" = PVp' (3.14) 

This condition recognizes the fundamental characteristic of accretion, namely in
ward flow of matter, and can be applied when the flow outside the magnetosphere 
is radial, Keplerian, or anything in between. 

As an example of the application of condition (3.14), suppose we assume as 
a rough approximation that (1) the poloidal component of the magnetic field in 
the outer magnetosphere is given approximately by 

(3.15) 

where /-1 is the stellar dipole moment, (2) the inward poloidal velocity vp of the 
accreting plasma at radius r is approximately equal to the free-fall velocity Vff( r ) 
there, and (3) the mass density p at radius r in the outer magnetosphere is equal 
to the mass density 

(3.16) 

that would be there if the flow were spherically-symmetric inflow at the free-fall 
velocity. Then pv; ex: r-5/ 2 whereas B; ex: r-6 , and the Alfven radius is 

[ 
4 ( M )] 1/7 /-130 

-2--2 -- cm. 
L37 R6 Mev 

(3.17) 
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In the last two expressions on the right we have used equation (2.2) and in the 
last expression J-l30 is the magnetic moment in units of 1030 gauss cm3 , L37 is the 
accretion luminosity in units of 1037 ergs S-l, and R6 is the neutron star radius in 
units of 106 cm. 

As a second example of the application of condition (3.14), suppose that 
(1) the poloidal component of the magnetic field in the outer magnetosphere is 
approximately dipolar, (2) the flow in the outer magnetosphere is field-aligned, so 
that 

(3.18) 

on each flux tube, (3) the inward poloidal velocity vp of the accreting plasma at r 
is again approximately equal to the free-fall velocity vff(r), and (4) the accreting 
plasma falls on an area A at the stellar surface, which is a fraction f == AI 47r R2 
of the whole surface. Then pv; ex r-7/2 while B; is again ex r-6 • The resulting 
estimate of the Alfven radius is 

::::: r ::::: r 8 J-l30-2 r ::: ( 11.4[2 )1 /5::: (GMII.4f2)1/5 [ 4 f2 (M)] 1/5 
A2 GMM2R2 L2R4 ~ 7 X 10 L~7R~ M('J cm, 

(3.19) 
where f -2 == f /102 . Equation (3.19) is particularly useful for setting an upper 
bound on the size of the magnetosphere if observational data provide an estimate 
of f (see, for example, Tuohy et al. 1981). 

Note that if f ~ R/ r A 2 , as expected on dimensional grounds if threading 
occurs readily (Lamb, Pethick, and Pines 1973), the estimate rA 2 is the same as 
the estimate r AI. 

Angular momentum conservation.-For Keplerian disk flows, the radius at 
which the Keplerian disk ends is determined by angular momentum conservation, 
as explained in §3.4. The radius ro of the inner edge of the Keplerian disk is given 
implicitly by 

(3.20) 

where 
(3.21 ) 

in terms of the mean azimuthal magnetic pitch Bq,/ Bp in the region of radial 
width b.r at the inner edge of the Keplerian disk where the stellar magnetic field 
strongly interacts with the flow, and VK = (G M / r)l 12 is the Keplerian azimuthal 
velocity. 

As an example of how condition (3.20) can be applied, suppose all impor
tant length scales in the inner part of the Keplerian disk flow are approximately 
proportional to r. This is in fact the case for the standard "a-model" of ge
ometrically thin Keplerian disk flows around neutron stars, in the so-called gas
pressure-dominated (GPD) region, which extends outward from a transition radius 
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rt,,-,107 cm (see Treves, Maraschi, and Abramowicz 1988 and §4.1). Then, since 
the stellar magnetic field has no length scale either, the interaction between the 
Keplerian flow and the stellar magnetic field has no length scale. As a result, the 
mean azimuthal magnetic pitch B¢/ Bp in the interaction region must be indepen
dent of r, while the width ~r of the interaction region must scale approximately 
as r. Thus, , is independent of r, and 

(3.22) 
What is a reasonable estimate for,? The width ~r of the region where the stellar 
magnetic field strongly interacts with the Keplerian flow is limited by the fact that 
B; r2 ex r-4 whereas MVK ex r- I / 2. Thus, from the steep dependence of Bp on 
r alone, one would expect .6r ~ 0.3 r. The actual width may be smaller, due 
to toroidal screening currents generated in the flow both in the disk plane and 
above and below it. It seems unlikly that ~r can be less than ,,-,0.01 r. The mean 
aximuthal magnetic pitch B¢/ Bp is limited to values "-' 1-3 by the expansion of the 
magnetosphere that occurs when the magnetospheric magnetic field is sheared, as 
discussed in more detail in §4.2. Thus, ,2/7 is probably in the range 0.3-0.7. With 
these assumptions, one finds ro ex M-2/ 7 . 

To get some idea of the sensitivity of the scaling of ro with M and other pa
rameters, consider a second example. In the inner, radiation-pressure-dominated 
(RPD) region of a standard a-disk, the disk thickness is approximately inde
pendent of radius (again see Treves, Maraschi, and Abramowicz 1988 and §4.1). 
Suppose that as a result, the width .6r of the interaction region is approximately 
independent of r and equal to a fraction of the disk thickness h. Assuming that 
the mean azimuthal magnetic pitch B¢/ Bp in the interaction region is also inde
pendent of r, this gives , ~ f (h/r), where f == (~T/h)(B¢/Bp), and 

(3.23) 

With these assumptions, TO ex M-2/9. 

Note that in these two examples, the exponent of M varies from about 
0.2 to about 0.3. Obviously, more complicated estimates of the radius ro of the 
inner edge of the Keplerian flow can be made, based on more detailed modeling 
of the structure of the inner disk and of the disk-magnetosphere interaction, as 
described in §4. Most lead to scalings not very different from the estimate (3.22). 
However, an important complication arises for neutron stars rotating sufficiently 
Tapidly that the corotation radius Tc is not large compared to TO. For such stars, 
other lengths (such as TO - rc) enter the problem, and may cause the scaling of ro 
to deviate significantly from the slow-rotator scaling (3.22). 
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TABLE VIII 
Physical Principles and Characteristic Radii 

Physical Principle 

MHD stability of 
field-aligned flow 

Angular momentum 
conservation 

Linear momentum 
conservation 

Relevant Condition 

B; /87r = pv; 

Characteristic Radius 

Maximum radius rA of 
stable magnetospheric flow 

Inner disk radius 1'0 

for Keplerian disk flows 

Initial magnetopause radius 
reF for nearly radial flows 

Linear momentum conservation.-For radial flows, the initial shape and 
location of the magnetopause is determined by linear momentum conservation, as 
explained in §3.5. The initial radius reF of the magnetopause is given implicitly 
by 

(:!) = pv;. (3.24) 

However, once the magnetopause becomes unstable and there is a large flux of 
matter into the magnetosphere, material stresses will distort the magnetopause 
and hence condition (3.24) will give only a rough estimate of the location of the 
magnetospheric boundary. 

As an example of the application of condition (3.24), suppose that (1) the 
magnetic field in the outer magnetosphere is approximately dipolar and (2) the 
accreting plasma is falling freely toward the neutron star. Then the Chapman
Ferraro radius is 

( 4 )1/7 (4GM)1/7 
reF ~ G:; M2 ~ J-Lp R2 = 4 X 108 [ 

4 (M)]1/7 L~3~2 M em. (3.25) 
37 6 0 

For easy reference, the physical principles discussed here and the character
istic radii that they give are listed in Table VIII. 

4. DISK ACCRETION BY MAGNETIC STARS 

In considering disk accretion by magnetic neutron stars, one could address the 
observed X-ray pulsing behavior directly by trying to model an oblique rotator, 
and there have been some attempts to do this (see, e. g., Anzer and Borner 1980). 
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However, two features make the oblique rotator much more difficult to handle 
than the aligned rotator. First, the rotation of the star imposes an explicit time
dependence on the flow. Second, the oblique rotator has no symmetry, so one is 
forced to attempt three-dimensional modeling. Even when the rotation axes of the 
disk and star are parallel, the magnetic field in the disk plane is not axisymmet
ric, the magnetic stresses acting on the disk plasma are explicitly time dependent, 
and magnetic pressure gradients affect the azimuthal, as well as the radial, mo
tion. These difficulties have so far prevented detailed quantitative calculations of 
accretion by oblique rotators. 

In contrast to the oblique rotator, the aligned rotator allows the possibility 
of a stationary flow and, if the flow is axisymmetric, two-dimensional modeling. 
Moreover, solutions for the poloidal magnetic field around a perfectly conducting 
rigid plate with a circular hole and a magnetic dipole centered in the hole have a 
topology near the inner edge of the plate that is the same as that of the aligned 
rotator, for magnetic field inclination angles ;560 0 (Aly 1980; Arons 1987). For 
these reasons, I consider only axisymmetric disk accretion by an aligned rotator 
in the discussion that follows. 

4.1 Flow Outside the Magnetosphere 

In an extensive Keplerian accretion disk, the properties of the flow well inside 
the outer radius rd are relatively insensitive to the properties of the stream of 
matter flowing into the disk, since the radial diffusion of the plasma causes it to 
"forget" many of the details of the flow at the outer boundary. Most discussions 
of disk accretion by magnetic neutron stars therefore assume that the flow near 
the magnetosphere is steady and Keplerian. 

The a-model of accretion disks.-At present there is no truly satisfactory 
theory of Keplerian disk flows. The diverse time scales and complexity of such 
flows is too great for current supercomputers and analytical methods. As a result, 
almost all modeling is based on relatively simple, semi-analytical solutions for 
geometrically-thin Keplerian flows. The most widely used model of such flows 
is the so-called a-model (Shakura and Sunyaev 1973). The key assumptions of 
the a-model are as follows (see Pringle 1981; Treves, Maraschi, and Abramowicz 
1988): 

• The accretion disk flow is steady. 

• The flow is axially symmetric about the neutron star, and hence a/a¢; == O. 

• The flow is symmetric with respect to the plane z = 0, and hence the vertical 
structure of the flow depends only on Izl. 

• The flow is geometrically thin, i. e., its semi-thickness h at radius r is small 
compared to r. 
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• The shear stress is related to the thermal pressure pc; by 

an _ 2 
-1]r ar = apcs , ( 4.1) 

where 1] is the effective dynamic viscosity, which is thought to be due to 
turbulence and/or magnetic field amplification and dissipation in the disk 
(the kinetic viscosity is negligible). The dimensionless quantity a, which 
is assumed constant in space and time, is a free parameter of the model 
(however, the model is self-consistent only if a ;S 1). 

• The azimuthal motion is closely Keplerian, i. e., v", at radius r is very close 
to VK. 

• The velocity field satisfies IVzl ~ Ivrl ~ Iv",l, and Vr ~ CS. 

• The radial pressure gradient and heat flux are negligible. 

• The vertical optical depth to absorption or scattering is greater than 1. 

The discussion that follows includes references to the radial drift time scale t,- == 
Ir/vrl and the hydrodynamic time scale tH == h/cs . 

Vertical structure.-Plasma in the a-disk is confined vertically by gravity. 
Since Ivrl and IVzl are small compared to Cs , the disk plasma is in hydrostatic 
equilibrium in the z-direction. Thus, 

-pgz:::::J -ap/az, (4.2) 

where gx is the z-component of the gravitational acceleration. The left side of 
equation (4.2) is '" p(h/r)(vldr) while the right side is "" pc;/h. Hence equa
tion (4.2) implies 

(4.3) 

At all but the smallest radii, estimates of the vertical heat flux carried by radiation 
lead to temperatures sufficiently small that Cs ~ VK, so that the initial assumption 
that the flow is geometrically thin turns out to be self-consistent. 

Radial drift velocity.-The inward radial velocity of the flow in the disk can 
be estimated from angular momentum conservation, since matter in the disk can 
fall inward only as it loses its angular momentum, which is carried outward by 
the viscous shear stress. The net transport of angular momentum through the 
disk is given by the difference between transport inward by the material stress, 
(Tm :::::J pvrv"" and transport outward by the shear stress, (Tv :::::J Trra0,far. Thus, for 
a steady flow, angular momentum conservation implies 

3 an . 2 • 
47r1]hr ar + Mr n = 1., ( 4.4) 

where the first term on the left side describes the outward transport of angular 
momentum by the shear stress and the second, the inward transport by the mate
rial stress. js == if Co is the net inward flux of angular momentum in terms of the 



Name 

Outer disk 

Middle disk 

Inner disk 

TABLE IX 
Radial Structure of the a-Disk 

Dominant Pressure 

Gas pressure 

Gas Pressure 

Radiation pressure 

Dominant Opacity 

Absorption 

Electron scattering 

Electron scattering 
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mass inflow rate if and the characteristic specific angular momentum £0 carried 
by the flow. 

At radii r much greater than the radius ro of the inner edge of the disk, 
both terms on the left side of equation (4.4) scale approximately as rl/2. Hence, 
at sufficiently large radii, the two terms on the left side are each much larger than 
the term on the right side, and equation (4.4) becomes 

(4.5) 

Therefore, the radial drift velocity Vr at large radii is 

(4.6) 

where in the last expression on the right we have used equation (4.3). This gives 
the estimate 

(4.7) 

f?r the radial drift time. The mass flux if and the net flux of angular momentum 
Js are not determined by the model. They are usually presumed to be fixed by 
the boundary conditions at the outer and inner edges of the disk flow. 

Radial struciure.-The a-disk has three distinct regions, which are listed in 
Table IX. The transition between the middle, gas-pressure-dominated (GPD) re
gion and the inner, radiation-pressure-dominated (RPD) region occurs very graad
ually near the transition radius 

(4.8) 

where ifE is the mass flux that would produce an Eddington accretion luminos
ity (see Treves, Maraschi, and Abramowicz 1988). Thus, the magnetospheres of 
neutron stars with strong magnetic fields, such as the accretion-powered pulsars, 
are immersed in the GPD region, whereas the magnetospheres of stars with weak 
fields, like those thought to be present in the QPO sources, are immersed in the 
RPD region. 
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The structure and behavior of the a-disk in the GPD region is comparatively 
well understood. Cooling is efficient in this region, so that the disk is quite thin 
(h/r '" 10-2-10-3 ). The structure and behavior of Keplerian flows in the RPD 
region is much less clear. Cooling is less efficient in the RPD region. As a result, 
the structure of this region calculated from the a-model is thermally unstable 
if the shear stress is proportional to the total pressure. No consistent, stable 
flow model is currently available for this case. In fact, calculations of the stress 
produced by amplification and dissipation of small-scale magnetic fields in the 
disk give a stress that is proportional to the gas pressure alone (Stella and Rosner 
1984). If the shear stress in the RPD region is proportional to the gas pressure 
alone, stable flows can be constructed. However, at present the structure of the 
RPD region remains uncertain. If the mass flux through the disk approaches ME, 
the radiation pressure in the RPD region becomes so great that the inner disk 
expands vertically and can no longer be treated as geometrically thin (see Treves, 
Maraschi, and Abramowicz 1988). 

Effect of disk-star coupling.-Using their model of disk accretion by mag
netic stars, Ghosh and Lamb (1979a) calculated the effect on the structure of 
the disk flow of the interaction with the magnetospheric magnetic field, when the 
inner edge of the disk is in the GPD region, and found that it is relatively small, 
except when the neutron star is rotating rapidly. Most other authors have simply 
assumed that the interaction with the neutron star magnetic field leaves the disk 
structure unaltered from that around a nonmagnetic star, but this is certainly not 
a safe assumption in general. 

4.2 Disk-Magnetosphere Interaction 

In this section I discuss the consequences of the coupling between the disk flow 
and the stellar magnetic field described in §3.4. In the following discussion, I as
s~e that (1) the neutron star has a dipole magnetic field, (2) the star is rotating 
with angular velocity ns about its dipole axis, (3) the rotation axis is perpendic
ular to the plane of the disk, and (4) the flow is steady and has axial symmetry 
everywhere. I use a cylindrical polar co-ordinate system (tv ,r/J,z) centered on the 
neutron star and oriented such that the polar (z-) axis lies along the rotation axes 
of the star and disk. 

The matter in the neutron star and the disk has a high electrical conductiv
ity. Therefore, as this matter moves in directions perpendicular to the magnetic 
field, it creates a v x B polarization electric field. The potential difference V across 
the system created by the cross-field motion of disk plasma could be as large as 

V = 300 ~J v x B· de ~ Er Llr '" 1013 volts. (4.9) 
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The presence of such large potential differences may play a role in creating the 
TeV ,-rays reported from some accretion-powered pulsars (see Katz and Smith 
1988 and references therein). 

If there is sufficient plasma between the star and the disk, the electrical po
tential difference can drive appreciable magnetospheric electrical currents around 
the system. The resulting j x B forces act on the matter in the star, the magneto
sphere, and the disk to reduce their relative motion. The character of this electro
dynamic interaction depends on the distribution of electrical resistance along the 
current paths. Ghosh and Lamb (1979a) examined this question and concluded 
that the conductivity along field lines in the magnetosphere is likely to be high 
but that cross-field currents are more likely to flow in the disk and the star. They 
therefore arrived at a system of field-aligned currents that is not unlike the polar
cap ionospheric current system that is thought to couple the rotation of Jupiter's 
ionosphere to its magnetospheric sheath (see Kennel and Coroniti 1975, 1977). 

An example of this type of current system is shown in Figure 7. The az
imuthal motion of the disk plasma relative to the star generates electric fields 
that drive field-aligned currents within the magnetosphere and cross-field currents 
within the star and the disk. The poloidal components of the magnetospheric cur
rents create a toroidal magnetic field, which acts to synchronize the orbital motion 
of the disk plasma and the rotation of the star. In an analogous manner, the radial 
inward motion of the plasma across the poloidal component of the magnetic field 
within the disk generates a toroidal electric field that drives toroidal currents, par
tially screening the disk from the stellar magnetic field and pinching the magnetic 
field lines inward in the disk plane. The toroidal components of the field-aligned 
currents within the magnetosphere also contribute to the total poloidal magnetic 
field. 

Despite its high electrical conductivity, the plasma between the disk and the 
star cannot support arbitrarily large electrical currents. Since the plasma in this 
region is essentially electrically neutral, the currents driven by electric fields are 
conduction currents. Such currents drive instabilities that dissipate them if the 
magnitude of the relative velocity between the oppositely charged species exceeds 
the local sound speed (see Spicer 1982). How significant is this limitation on 
the strength of the electrodynamic coupling beween the disk and the star, for 
accretion-powered pulsars and QPO sources? 

This question was examined by Ghosh and Lamb (1979a) and has recently 
been reconsidered by Zylstra (1988), based on new observational evidence con
cerning the plasma density surrounding neutron star X-ray sources. Zylstra esti
mated the magnetic field gradient (6.B / 6.r )max that could be supported by the 
maximum stable current density. The undistorted stellar magnetic field near the 
inner edge of the disk is expected to be approximately dipolar in both pulsars and 
QPO sources, corresponding to stellar dipole magnetic moments ",1030 G cm3 and 
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Accretion disk 

Fig. 7.-Side view of an aligned rotator (top) interacting with disk plasma that has an 
angular velocity greater than the star. The azimuthal motion of the plasma in the disk 
plane into the page generates a radial electric field within the disk that drives field-aligned 
currents within the magnetosphere and cross-field currents within the disk and the neutron 
star. The poloidal components of the magnetospheric currents create a toroidal magnetic 
field that points into the page above the disk and out of the page below. The resulting 
torque density fZlBq, on the star (bottom) acts to try to spin up the star. The density of 
the poloidal field-aligned current within the magnetosphere vanishes on the poloidal flux 
surface where the torque density is a maximum. The toroidal components of the currents 
within the disk and the field-aligned currents within the magnetosphere create a poloidal 
magnetic field that points radially inward above the disk and radially outward below it, 
pinching the total poloidal field inward in the disk plane. 

"",1027 G cm3 , respectively. Spectral and temporal evidence indicates that the mag
netospheres of the neutron stars in the QPO sources are surrounded by a dense 
central corona with an electron number density of at least 1016 _1018 cm -3 within 
",107 _lOB cm from the neutron star. The evidence concerning the plasma density 
near the inner edge of Keplerian disks in accretion-powered pulsars is not as clear. 
However, observations of Her X-I indicate the presence of a central corona with 
an electron number density ;G 1012 cm-3 within "'109-1010 cm of the neutron star. 
Plasma with a comparable density is probably present between the disk and the 
star in other accretion-powered pulsars. Coronal temperatures are expected to be 
",10 keY. 
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Based on this evidence, Zylstra (1988) estimated that electrical currents 
flowing between the disk and the star could support magnetic field gradients at 
radius r as large as 

(4.10) 

where Bo is the magnitude of the undistorted dipole field at r. The smaller esti
mate is for QPO sources while the larger estimate is for pulsars. These estimates 
indicate that in both types of source, electrical currents flowing in the space be
tween the disk and the star could support very large magnetic field gradients. Of 
course, magnetic field gradients are also limited by other effects, such as mag
netohydrodynamic instabilities, so that gradients as large as those that could be 
supported by the plasma between the disk and the star are unlikely to arise. 

The electrodynamic coupling between the star and the disk has been stud
ied in more detail by Zylstra, Lamb, and Aly (1988), who used a special itera
tive scheme to calculate numerically the two-dimensional structure of a magne
tosphere interacting with an accretion disk. The magnetospheric magnetic field 
was assumed to be in force-free equilibrium. Several distributions of the poloidal 
magnetic flux on the disk were explored. Given the symmetry of the problem, 
the poloidal flux distribution can be written in terms of a poloidal flux function 
7/;, which is constant on a given magnetic fieldline. Distributions of 7/; at the disk 
plane were chosen to model strong and weak screening by toroidal electrical cur
rents in the disk. One of the poloidal flux distributions Zylstra et al. explored is 
shown in Figure 8a. The effect of the azimuthal electrical currents can be judged 
by comparing the screened field with the unscreened field. 

Various models of the interaction of the azimuthal motion of the disk plasma 
with the magnetic field were explored by specifying different distributions of the 
torque density n == 'WB", on the disk plane. In axisymmetric systems, the torque 
density is a function only of the poloidal magnetic flux function 7/;. In their calcula
tions, Zylstra et al. specified only the shape of the torque density function (TDF). 
The magnitude of the TDF was determined as part of the calculation. Given the 
distribution of 7/; on the disk, knowledge of the TDF specifies the distribution of 
B", on the disk. 

The sign of n( 7/;) is expected to reflect the sign of the difference between the 
orbital angular velocity of the disk flow and the rotational angular velocity of the 
star. The magnitude of n( 7/;) depends on the effective electrical conductivity of 
the disk, magnetosphere, and star, and the largest twists that the magnetic field 
can support in equilibrium. Figure 8b shows two of the TDFs Zylstra, Lamb, and 
Aly considered, corresponding to the interaction between the Keplerian disk flow 
and the star that is expected for slow rotators (curve SR) and fast rotators (curve 
FR). For the FR curve, the corotation radius (at which n vanishes) is only slightly 
larger than the radius of the inner edge of the disk. 
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Fig. 8.-(a) Side view of the star, accretion disk, and magnetosphere, showing constant
flux surfaces of the undistorted dipolar magnetic field of the star (dashed curves) and the 
magnetospheric field produced by the currents in the star and the accretion disk (solid 
curves). The small, shaded quadrant in the lower left shows the size of the star. (b) Torque 
density functions n("p) corresponding to a slow rotator (SR) and a fast rotator (FR). Note 
that the flux function "p increases to the left. The equator of the star is at lj; = 1.0 while 
the inner edge of the disk is at "p = 0.5. The fast rotator curve models a star with a spin 
rate such that the corotation point in the disk is at lj; ~ 0.6. 
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Zylstra et al. find that as the magnetospheric field is twisted, the surfaces 
of constant poloidal flux expand outward away from the disk and star. As a result 
of this expansion of the field above and below the disk, the poloidal component 
of the magnetic field develops an inward pinch in the disk plane as the twist 
increases, even if the poloidal flux distribution on the disk is un screened (i. e., 
the same as for an undistorted dipolar magnetic field). The expansion of the 
magnetic field is not uniform throughout the inner magnetosphere. Rather, the 
expansion is large for some field lines but relatively modest for others. This is 
illustrated in Figure 9, which shows the structure of the untwisted field and the 
maximally expanded field for a solution sequence based on the FR torque density 
function shown in Figure 8b. In this sequence, the stellar radius R is 0.875 times 
the radius tvo of the inner edge of the disk. As a result of the expansion of the 
magnetosphere, the magnitude of B", on and near the surfaces of the disk first 
increases and then decreases, while the magnitude of B", in regions far from the 
disk increases monotonically. 

Zylstra, Lamb, and Aly also find that the structure of the magnetospheric 
field is relatively insensitive to the ratio of the stellar radius to the inner radius 
of the disk. Thus, for example, the maximum magnetic pitch IB",/Belmax at 
the surface of the disk depends only weakly on the ratio R/tvo. It is 0.12 for 
R/tvo = 0.875 and 0.13 for R/tvo = 0.100. The appropriately scaled torque on 
the star also depends only weakly on the ratio R/tvo. The reason is that the 
magnetic field is twisted primarily near the inner edge of the disk rather than 
near the star. 

4.3 Steady Flow Models 

Based on concepts similar to those just described, Ghosh and Lamb (1978, 1979a,b; 
hereafter GL) developed a quantitative model of disk accretion by an aligned rota
tor by solving the two-dimensional, non-ideal hydromagnetic equations assuming 
that the effective conductivity of the disk flow is relatively low as a result of the 
magnetic field diffusion processes discussed in section §3.4. 

GL showed that the solutions exhibit boundary layer behavior at the radius 
determined implicitly by the angular momentum conservation condition (3.8) and 
that if the stellar magnetic field threads the disk, a steady flow is possible only 
if the effective electrical conductivity O'eff for radial currents in the disk has the 
value 

c
2

1 ,''' I O'crit = 47l' rh(f2 - f2s) • 
(4.11 ) 

GL argued that magnetic flux reconnect ion in the disk flow is inherently a self
adjusting process that might give an effective conductivity equal to O'crit. They 
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Fig. 9.-Side view of the star, accretion disk, and magnetosphere, showing the structure of 
the magnetosphere when the currents in the disk strongly screen a relatively weak stellar 
magnetic field. The radius of the star is 0.85 times the radius of the inner edge of the disk 
(the star is indicated by the shaded quadrant in the lower left). (a) Selected surfaces of 
constant poloidal magnetic flux when the field is not sheared. The poloidal flux surfaces 
are labelled with the value of the poloidal magnetic flux function 't/J. (b) The same surfaces 
(solid curves) and surfaces of constant magnetic pitch (dashed curves) when the field is 
maximally expanded. 
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therefore adopted O"eff = O"crit as a working hypothesis, assuming for simplicity 
that the conductivity tensor is isotropic. 

GL also assumed that azimuthal currents in the disk plane and the magne
tosphere screen the poloidal component of the stellar magnetic field on the radial 
length scale 

(4.12) 

where v",o is the radial velocity of plasma in the boundary layer. From the radial 
component of the momentum equation, GL found 

(4.13) 

Equations (4.11) to (4.13), together with the angular momentum conservation 
condition (3.8), are sufficient to estimate tVo, giving a result very close to the 
result (3.22). GL adopted the simple result (3.22) on the grounds that the uncer
tainties in the model are larger than the very small deviation from (3.22) given 
by the model. The boundary layer in the GL model is relatively narrow, with 
~tV ~ 0.03 tVo, and hence ,2/7 ~ 0.5. The character of this steady flow solution 
may be summarized as follows. 

The region where the stellar magnetic field threads the disk constitutes a 
transition region between undisturbed disk flow far from the star and the flow 
inside the magnetosphere. The interaction between the azimuthal motion of the 
flow in the transition region and the stellar magnetic field generates radial cur
rents that tend to twist the field, as described in §4.2, creating an azimuthal field 
component. The interaction between the radial motion of the matter in the tran
sition region and the magnetic field generates azimuthal currents which tend to 
confine the poloidal field, creating a radial field component. 

The transition region divides naturally into two zones: a broad outer zone, 
where the motion is Keplerian, and a narrrow inner zone, where the angular 
velocity falls sharply from the local Keplerian value to the stellar angular velocity 
at the radius tVco . GL defined the radius tVo of the boundary between these two 
zones as the radius where on/OtV = O. Thus, at tV = tVo, the shear stress vanishes. 

In the inner transition zone, between tVco and tVo, the interaction of the 
azimuthal flow with the magnetic field significantly reduces the azimuthal velocity. 
This zone is like a boundary layer, in that the velocity and magnetic fields change 
there on the length scale ~tV ~ tVo. The angular velocity of the inflowing plasma 
is reduced from the Keplerian value just outside tVo to the corotational value at 
tVco by the magnetic stress, while azimuthal currents screen the poloidal field, 
typically by a factor ",5. As a result, centrifugal support is lost and the plasma 
begins to fall rapidly toward the neutron star. 

In the outer transition zone, outside tVo, the flow is very similar to that of 
an undisturbed disk, except that angular momentum is removed from the disk 
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plasma not only by the "viscous" shear stress but also by the twisted lines of 
the stellar magnetic field, while the total energy dissipation rate is augmented by 
resistive dissipation of the electrical currents flowing in the disk. GL found that 
the couple between the outer transition zone and the star is a substantial fraction 
of the total couple. Since the couple falls off gradually, the outer boundary of the 
outer transition zone is purely conventional. 

The field lines that thread the boundary layer form an accretion bundle, 
defined as the field lines along which matter accretes to the surface of the star. 
The motion of the plasma in the accretion bundle at the disk plane and just above 
and below it has a significant cross-field component. Therefore the field lines in 
this region are only approximate streamlines of the flow. As matter falls closer to 
the star, the cross-field motion is diminished by the increasing stress exerted by 
the magnetic field, while the field-aligned motion is accelerated by the component 
of the gravitational force that is along the field line. As a result, the motion of 
the accreting plasma can approach free fall. GL showed that in their model, the 
magnetospheric flow is sub-Alfvenic in the magnetospheric field even if it is free 
fall, and hence is MHD stable. 

5. PERIODIC INTENSITY OSCILLATIONS 

If the magnetic field of the neutron star is strong enough to force the accreting 
plasma to flow toward the magnetic poles, the radiation produced near the star 
will be anisotropic. If in addition the magnetic axis is not aligned with the spin 
axis, a distant observer will see periodic oscillations in the X-ray intensity with a 
frequency equal to the rotation frequency of the star. Thus, the X-ray oscillation 
frequency reveals the neutron star spin rate. Changes in the spin rate produced by 
accretion torques can therefore be studied by pulse timing measurements. Such 
measurements are important because they can be made very accurately and offer 
the possibility of direct, quantitative comparisons with theoretical predictions. 
These comparisons provide insights about the physics of the accretion flow near 
the magnetosphere and the internal properties of neutron stars. Thus, for example, 
observations of long-term changes in the stellar rotation rate provide information 
about the time-averaged circulation of the accreting plasma, the strength of the 
dipole component of the stellar magnetic field, and the size of the star's moment 
of inertia, while measurements of short-term fluctuations probe the stability of the 
accretion flow and the internal dynamical properties of the neutron star (Lamb, 
Pines, and Shaham 1978). 

In the present section I describe how the accretion torque Ns acting on a 
magnetic neutron star accreting matter from a disk can be calculated and sum
marize the results of the calculation for the two-dimensional, steady flow solutions 
discussed in §4.3. Finally, I briefly compare the theoretical predictions with cur
rent observations. 
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5.1 Accretion Torques 

Early work.-The accretion torque produced by capture from a wind was first 
considered by Davidson and Ostriker (1973). They considered only material stress, 
tacitly assuming that all other stresses can be neglected and that the capture cross 
section remains unchanged. Davidson and Ostriker argued that the variation in 
wind density across the capture cross section causes the accreted matter to have 
a mean specific angular momentum of order Cwo. However, as discussed in §2.2, 
the presence of a density gradient deforms the capture cross section in such a way 
that the mean specific angular momentum of the captured matter actually has the 
opposite sign, if only the material stress is included. Moreover, other stresses may 
make important contributions to the accretion torque. Since at present the sign as 
well as the magnitude of the specific angular momentum of matter captured even 
from an isotropic stellar wind is uncertain, little can be said about the accretion 
torque produced by such a flow. 

The accretion torque produced by a Keplerian disk flow was considered by 
Pringle and Rees (1972). They estimated the torque by considering only the 
contribution of the material stress at the inner edge of the disk, tacitly assuming 
that all other stresses are negligible. Pringle and Rees found a torque of order 

(5.1) 

where ro is the radius of the inner edge of the disk. They estimated ro by balancing 
the static pressure of an undistorted dipole magnetic field against the thermal 
pressure of the gas at the midplane of an unperturbed steady disk flow, a procedure 
that we have argued in §3.4 is not meaningful for disk flows interacting with a 
stellar magnetic field. 

Lamb, Pethick, and Pines (1973) wrote down the general equation for the 
angular momentum flux onto the star and noted that not only material, but also 
magnetic and viscous stresses could make important contributions to the torque 
on the star. They pointed out that for slow rotators accreting from a disk, the 
angular velocity of the flow necessarily passes through a maximum at a radius 
near the inner edge of the disk, and noted that at this radius the shear stress 
vanishes. By placing the surface S of the integral (2.8) at the radius ro of the 
angular velocity inflection point and noting that the magnetic couple to the region 
of the disk beyond this point can only increase the torque by an amount of order 
unity, they showed that the torque on a slow rotator accreting from a disk is 
approximately equal to No. In evaluating No, Lamb, Pethick, and Pines based 
their estimate of ro on MHD stability arguments like those outlined in §3.3, but 
used a flow velocity larger than that later found by GL. Compared with the 
angular momentum conservation condition, which we have argued in §3.4 is a 
more accurate way of estimating ro, their argument somewhat underestimates ro 
and hence also the torque. 
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Ghosh, Lamb, and Pethick (1977) sought to make the torque argument 
of Lamb, Pethick, and Pines more precise for steady, axisymmetric flows. These 
authors showed that if the width 1::;,.1' of the region where the magnetic field couples 
to the disk is small compared to 1', then the accretion torque is closely equal to No, 
for all w. for which there is a steady accretion flow. Thus, for disks rotating in the 
same sense as the star, a narrow transition region would imply a spin-up torque 
approximately equal to No, even on fast rotators. This result strongly suggested 
that the transition region for disk flows is in fact broad, since otherwise the torque 
on Her X-I, which is 30-40 times smaller than No, would be extremely difficult 
to understand. 

GL showed that in their model of disk accretion, the couple between the 
disk and the star via the stellar field lines that interact with the Keplerian flow 
in the outer transition zone is comparable to that of the material falling onto 
the star from the inner transition zone. The interaction in the outer transition 
zone increases the spin-up torque on slow rotators, but reduces the spin-up torque 
on moderately fast rotators. For very fast rotators, the torque produced by the 
interaction with the outer transition zone can exceed that of the matter falling onto 
the star, causing the net torque to become negative, braking the star's rotation. 
This result does not contradict the lower bound on the torque found earlier by 
Ghosh, Lamb, and Pethick, because the transition region in the GL model is broad 
rather than narrow. 

General framework.-The accretion torque produced by flow of matter onto 
a neutron star is given by the integral (2.8) of the angular momentum flux density 
over any surface S that encloses the star, if we neglect the very short time required 
for the stress to be communicated from the surface S to the star. For a time
independent, axisymmetric flow, this integral may be written in the form (Lamb 
1977) 

(5.2) 

where again tv is the cylindrical radius. Equation (5.2) displays explicitly the 
various stresses that contribute to the torque. Here nand vp are the angular 
and poloidal velocities of the flow, Bq, and Bp are the poloidal and azimuthal 
components of the magnetic field, "I is the effective dynamic viscosity, and n is a 
unit vector normal to S and oriented outward. The three terms on the right side 
of equation (5.2) represent, in turn, the contributions of the material, magnetic, 
and viscous stresses to the accretion torque. The relative sizes of these three 
contributions depend on the location and shape of the surface used to evaluate 
the integral. However, for any surface S close to the surface of the neutron star, 
the angular momentum flux is carried almost entirely by the magnetic stress. 

In evaluating expression (5.2), it is convenient to choose for S a surface com
posed of three parts: (1) an approximately cylindrical surface Sl, which coincides 
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with the poloidal magnetic flux surface that leaves the disk at the radius roo where 
the angular velocity goes through its maximum, and which extends slightly above 
and below the disk flow, (2) a surface S2 consisting oftwo circular, approximately 
horizontal surfaces having a circular hole of radius roo at the center, which connect 
to the top and bottom of Sl at roo and extend outward just above and below the 
flow to large ro, and (3) a surface S3 composed of two separate, hemispherical 
surfaces that meet the sheets of S2 at large ro and close the surface S above and 
below the star. 

The total torque on the star is the sum 

(5.3) 

of the torque contributions from each of the three surfaces Sl, S2, and S3. The 
contribution N1 is the torque that is eventually communicated to the star by 
the magnetic field lines that interact with the flow in the inner transition zone, 
while the contribution Nz is the torque that is communicated to the star by the 
magnetic field lines that interact with the flow in the outer transition zone. The 
contribution N3 is negligible, since the magnetic stress falls off much more rapidly 
than r3. 

The torque contribution Nl is given by the material stress on Sl, since both 
the viscous and the magnetic stresses on S1 are negligible, owing to the way in 
which this surface was chosen. The angular velocity no of the plasma at roo must 
lie between the angular velocity nK ( roo) and the stellar angular velocity ns' Thus, 
for a fast rotator, no ~ nK ( roo). Even for a slow rotator, no will be a substantial 
fraction ("'-'0.5) of nK ( roo). Thus, 

(5.4) 

The torque contribution N2 is given by the magnetic stress on S2, since the mate
rial stress on S2 is zero (no matter crosses it) while the viscous stress is expected 
to be quite small. Thus 

(5.5) 

Specific example.-Using their flow model to evaluate equation (5.5), GL 
found that Ns could be written 

Ns ~ news) No, (5.6) 

where n is a dimensionless function that depends primarily on the fastness param
eter W s , as indicated by the explicit dependence on Ws displayed in equation (5.6). 
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For stars rotating slowly in the same sense as the disk flow (W. ~ 1), GL found 
n(w.) ~ 1.4. They also found that the dimensionless torque function n decreases 
with increasing w., vanishing at a certain critical fastness We and becoming neg
ative for w. > We. Finally, for Ws greater than a certain maximum fastness Wmax 

(typically ~ 0.95) GL could find no stationary solutions to the two-dimensional 
flow equations, and hence could not calculate the torque on the star using the ap
proach described here. A simple expression for news) that agrees approximately 
with their numerical results over the whole range of Ws from ° to W max is 

(5.7) 

GL found We '" 0.35 from their model, but stressed that the actual value was 
relatively uncertain. Subsequent work (see below) suggests that a larger value, 
perhaps "'0.8-0.9, is probably more realistic. 

The behavior of n as a function of w s can be understood as follows. The 
accretion torque is the sum of the torque Nl produced by accretion of the angular 
momentum of the matter that falls onto the star and the torque N2 contributed 
by the twisted field lines from the star that interact with the disk in the outer 
transition zone. Nl always acts to spin up a star rotating in the same sense 
as the disk flow, whereas N2 can have either sign, since the azimuthal pitch of 
the stellar field lines that interact with the Keplerian flow in the outer transition 
zone must change sign at the corotation radius tv e , where the angular velocity of 
the disk plasma is the same as that of the star". The contribution to the torque 
from the field lines threading the disk between tvo and tve is positive whereas the 
contribution from the field lines threading the disk outside tve is negative. For 
slow rotators, tvo ~ tve , the positive contribution to N2 dominates the negative, 
and hence N2 adds a further spin-up torque, approximately equal to O.4No, to 
the spin-up torque No contributed by the term N 1 . For moderately fast rotators, 
tvo ~ tve , the negative contribution to N2 dominates, and N2 contributes a spin
down torque that partly cancels N 1 • For very fast rotators, the spin-down torque 
contributed by N2 dominates the spin-up torque contributed by Nl and there is 
a net spin-down torque on the star. 

The maximum strength of the net spin-down torque depends sensitively on 
the azimuthal magnetic pitch B",/ Bp in the outer transition zone. In calculating 
the azimuthal pitch caused by interaction of the magnetosphere with the Keple
rian disk flow in the outer transition zone, GL estimated the rate at which B", 
is generated by shearing the polodial field as falnK - nsl, where fa is a numer
ical factor of order unity. However, as pointed out by Lamb (1978, 1984), this 
expression implies that the azimuthal magnetic field is created by shearing the 
azimuthal component of the magnetic field, even though GL explicitly state that 
the azimuthal field is generated by shearing the poloidal component. As a result 
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of this inconsistency, G L found 

(5.8) 

where ~ is a numerical factor of order 0.1-1 that characterizes the magnetic field 
reconnect ion rate, which was assumed to be ~vA/2h. When this inconsistency is 
corrected, the azimuthal magnetic field is instead (Zylstra 1988) 

(5.9) 

Use of this correct expression leads to much smaller pitches in the outer transition 
zone (Lamb 1978, 1984; Wang 1987). Although the spin-down torque on fast ro
tators is therefore less than estimated by GL (corresponding to an increase in we), 
the magnitude of the spin-down torque on fast rotators can still be several times 
larger than the magnitude of the spin-up torque on slow rotators (Wang 1987). 

Unfortunately, the incorrect expression (5.8) for Be/> introduced another in
consistency. GL assumed correctly that the azimuthal current created in the disk 
by the inward motion of the disk plasma across field lines screens the polo dial mag
netic field. However, GL used equation (5.8) to evaluate Ie/> in equation (4.11) for 
the effective electrical conductivity, which was then used to calculate the azimuthal 
screening current, je/> = -aeffvrBz/c, from which the net poloidal magnetic field 
was calculated. The resulting azimuthal "screening" current actually amplifies the 
stellar magnetic field, rather than canceling it, causing an increase in IBp I with 
increasing radius (Zylstra 1985, 1988; Campbell 1987). This error in the sign of 
the azimuthal current was not noticed by GL because of a compensating sign er
ror in their expression for the poloidal magnetic field generated by the azimuthal 
current. When the correct expression (5.9) is used for Be/>, the azimuthal currents 
in the disk indeed screen the stellar magnetic field, as required by the nature of 
the flow. Although important in principle, this correction does not change the 
general conclusions of GL concerning the qualitative character of the accretion 
torque, because of the compensating nature of their two errors. 

Arons and several collaborators (see Arons et al. 1984; Arons 1987) have 
suggested that interaction of the stellar magnetic field with the disk flow will cause 
plasma to be mixed with the field via the Kelvin-Helmholtz instability, loading 
the field lines that pass near the surface of the disk with plasma. Then, if the 
magnetic stress on this plasma is great enough to accelerate it to a slightly super
Keplerian velocity, the plasma will flow outward along the top and bottom surfaces 
of the disk from some radius tvwind (> tva), opening up the loaded field lines and 
carrying away angular momentum from the system. This has been proposed as a 
mechanism for creating a spin-down torque on the neutron star. 
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Several points are worth noting about this suggestion. First, it is not clear 
that an ordered poloidal field will persist in the disk once the stellar field has 
been opened up, since the field lines carrying the outflowing plasma are then 
no longer connected to the neutron star. Of course, a disordered magnetic field 
that extends above the disk might still generate outflow. Second, the angular 
momentum carried outward by the flow is, in the first instance, removed from 
the disk, not the star. As mentioned several times previously, loss of angular 
momentum from the disk, even a relatively large loss, will not cause the plasma 
in the disk to depart significantly from Keplerian motion, unless the loss is so 
great that it removes all the angular momentum of the plasma in a radial distance 
small compared to r. In the picture in question, the magnetic stress that creates 
the outflow is being generated by the orbital motion at a slightly smaller radius, 
so it seems unlikely that all the angular momentum of the flow can be removed 
in a short distance by this mechanism. As long as the plasma at tuo has a near
Keplerian azimuthal velocity, the term Nl in the sum (5.3) will contribute a strong 
spin-up torque, comparable to No. 

Could this strong spin-up torque nevertheless be overwhelmed by a strong 
spin-down torque N2 , transmitted from the region of outflowing plasma to adjacent 
field lines that thread the surface S2 and connect to the star? This seems unlikely. 
The spin-up torque Nl is the maximum torque that can be transmitted to the star 
by a substantial fraction (",0.3-0.8) of the star's poloidal magnetic flux. However, 
only the much smaller fraction of the star's poloidal magnetic flux that threads 
the disk between tuo and tuwind can contribute to N2 • (If this fraction is not much 
less than unity, the outflow from the disk plays no significant role and the model 
reduces to the G L model.) Suppose that the term N2 does contribute a spin
down torque. In order for it to be larger in magnitude than the spin-up torque 
contributed by the term N 1 , the small fraction of the star's poloidal magnetic flux 
that contributes to N2 would have to transmit a torque greater than the maximum 
torque that can be transmitted by the much larger fraction of the star's poloidal 
magnetic flux that contributes to N1 • 

5.2 Response of the Star 

Changes in the spin rate and rotational energy of the neutron star can be related 
to e, the angular momentum added to the star per unit mass of accreted matter 
(Ghosh, Lamb, and Pethick 1977). For simplicity, in this section I assume that 
the star responds as a rigid body (but see Lamb, Pines, and Shaham 1978). 

The rate of change of the angular momentum of the star is 

(5.10) 
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where I is the moment of inertia of the star and ns is its angular velocity. It 
follows that the rate of change of ns is 

Qs = (( -1)(dlnI/dlnM)(M/M)ns , (5.11) 

where Js = Ins, Rg is the radius of gyration of the star, and 

( _ e (d In M) _ e dM 
= R~ns dlnI - ns dI 

(5.12) 

is a dimensionless parameter that compares the angular momentum added to the 
star by accretion of the mass dM with the specific angular momentum required to 
maintain the star at the same angular velocity, after the moment of inertia I has 
been changed by adding the mass dM to the star. In contrast, the rate of change 
of the rotational energy Erot of the star is 

. _ 1 d (2) 1 . 
Erot = "2 dt In s = 2 (( - zJ ( d In I/ dIn M)( M / M) Erot . (5.13) 

For ( < 1, the star loses rotational energy and spins down, whereas for ( > 1, it 
gains rotational energy and spins up. For t < ( < 1, the star gains rotational 
energy but spins down. 

For neutron stars with masses in the range 0.2-1.6 Me'), the structure factor 
dlnI/dlnM is positive and ",1. For such intermediate-mass stars, (~e/R~ns» 
1, unless e is less than or comparable to the small quantity R~ns. In the following, 
I assume (» 1. The first term on the right side of equations (5.11) and (5.13) is 
then the dominant one. 

5.3 Changes in Pulse Frequency 

Note first that a slowly rotating (w s <t:: 1) star rotating in the same sense as the 
circulation of the accretion flow and with a magnetosphere of appreciable size will 
be rapidly spun-up by accretion, even if the angular velocity n of the flow outside 
the magnetosphere is less than the angular velocity ns of the star. To see this, 
note that the contribution of material stresses to e gives 

(5.14) 

Thus for rm » R, one can have ( » 1 even if n ~ ns. The reason is that 
the much larger moment arm of the matter at rm gives it a much greater specific 
angular momentum than that of the matter in the star, even though its angular 
velocity is much less. Thus, when it is added to the star, the star spins up. 
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For approximately radial flows, the rate of change of the pulse period can 
be written in the form (Ghosh and Lamb 1979b) 

-P = II(MRII)R(L, ... )P2 L, (5.15) 

where the function II depends on M RI I and the mean specific angular momentum 
R of the flow generally depends on L and other properties of the source, as indicated 
by the notation II (MRI I) and R( L, ... ). Given the equation of state, R and I are 
functions only of M, so that II actually depends only on the mass of the neutron 
star. Note that equation (5.15) does not depend on the stellar magnetic moment 
J.l or spin period P, because the magntosphere plays no role in determining R. 
Given the present uncertainty about Rw , the mean angular momentum of matter 
captured from a stellar wind, little more can be said about the changes in pulse 
frequency to be expected for radial flows. 

For disk flows, Lamb, Pethick, and Pines (1973) used their expression for 
the accretion torque to write an equation of the form 

-PIP = h(J.l,M)PL6 / 7 (5.16) 

for the rate of change of the pulse period of a slow rotator rotating in the same 
sense as the disk flow. Note that given the two intrinsic properties J.l and M of the 
star, equation (5.16) gives a single curve in the (PIP, PL6 / 7 )-plane. If M and J.l 
are allowed to vary, equation (5.16) generates a two-parameter family of curves. 

In the more complete theory of GL, which allows one to calculate the ac
cretion torque for finite values of the fastness w 8 , the equation that corresponds 
to equation (5.16) can be written in the form 

(5.17) 

which depends on the fastness parameter W8 as well as J.l and M. The reason is 
that W 8 measures the dynamical effect of stellar rotation on the flow near the inner 
edge of the disk. For example, the ratio of the centrifugal force to the gravitational 
force for matter corotating with the star near the inner edge of the disk is just 
w8 • Similarly, the ratio of the radius Wo of the inner edge of the disk to the radius 
We of the corotation point in the disk, which is a measure of the relative size of 
the magnetic braking torque, is just w;/3. Thus, one expects the spin-up rate to 
vary with w. on quite general grounds, although the particular functional form 
of the variation necessarily depends on details of the model. Equation (5.16) is 
independent of w. because it is the slow rotation limit (w. --t 0) of equation (5.17). 

An important general point made by Ghosh and Lamb (197gb) is that in 
comparing theories of the rate of change of the pulse period produced by disk flows 
with observations, one should plot loge - P) vs. log P L3 / 7 , rather than loge - PIP) 
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vs. log P L 6 / 7 • The reason is that otherwise the dependence of the right side of 
equation (5.17) on Ws introduces uneccessary scatter in the plot. One can see this 
by noting that since 

Ws = h(p, M)/ P L 3 / 7 (5.18) 

the right side of equation (5.17) is not simply a function of p, M, and P L6 / 7 , but 
also depends on P L3 / 7 • Therefore, plotting loge - P / P) vs. log P L6 / 7 will cause 
neutron stars that are identical except for their spin periods and/or luminosities 
to scatter over the plane, rather than falling on a single curve. Stated differently, 
fast rotators occur everywhere in the (p/P, PL6 / 7 )-plane. 

One can recover a two-parameter family of curves by multiplying both sides 
of equation (5.17) by P, with the result 

(5.19) 

which depends on P and L only through the combination P L 3 / 7 . Thus, given 
the two intrinsic properties p and M of the star, P depends only on the single 
parameter P L 3 / 7 • Therefore, measurements of P, P, and L for neutron stars 
that have different spin periods and/or different luminosities but are otherwise 
identical, or measurements of the P, P, and L of a given neutron star made 
at different times, when its period and luminosity have different values, will fall 
on a single curve in a plot of loge - p) vs. log P L 3 / 7 . In such a plot, the slow 
rotation limit (ws --7 0) corresponds to large PL3 / 7 (d. eq. [5.18]). Thus, surfaces 
of constant fastness are vertical lines. As a result, fast and slow rotators are 
separated in a systematic way, with fast rotators to the left and slow rotators to 
the right. In the slow-rotation limit, loge -p) is a straight line of slope +2. 

The dependence of the P equation (5.19) on both P and L can produce 
complex spin-rate behavior (see Elsner, Ghosh, and Lamb 1978). However, the 
behavior of the spin rate is quite simple in two special cases of astrophysical 
interest, namely: (1) a star of given spin period that accretes matter at a time
varying rate and (2) a star whose spin changes as it accretes matter at a constant 
rate. 

Consider first the pulse period behavior of a star rotating in the same sense 
as the disk flow and accreting at a constant rate M. Such a star can experience 
either spin up or spin down, depending on its spin period. If P is large, w. is small 
compared to unity, and the star experiences a strong spin-up torque, causing P 
to decrease. As P falls, Ws increases, and the spin-up torque decreases, vanishing 
at the critical spin period PcCM) at which w. = Wc. If on the other hand P is 
small but still greater than Pmin(M), at which w. = Wmax , the star experiences a 
spin-down torque. As P increases, Ws decreases, and the magnitude of the spin
down torque diminishes, vanishing at the critical spin period Pc(M). Thus, the 
spin period of such a star will approach the critical period Pc that corresponds 
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to its accretion rate, and will then maintain that period. For P less than Pmin, 

accretion, if it occurs at all, is not steady. 

The behavior of a star of given spin period accreting at a time-varying rate 
is somewhat different. If M is sufficiently large, Ws is small compared to unity, 
and the star ~s a slow rotator. The star therefore experiences a strong spin-up 
torque. As M decreases, Ws increases, and the spin-up torque falls, vanishing 
at the critical accretion rate Me(P), at which Ws = We. For accretion rates less 
than Mc(P), the star experie?ces a spin-down torque, which increases steadil.y in 
magnitude with decreasing Muntil M reaches the minimum accretion rate Mmin 
consistent with steady accretion. At this accretion rate, Ws = wmax . If accretion 
continues at all for accretion rates less than Mmin , it is not steady. 

5.4 Comparisons with Observation 

Starting with the earliest theoretical work, the qualitative agreement be
tween the predicted and measured changes of the spin rates of accretion-powered 
pulsars has been cited as evidence that these sources are neutron stars. Thus, 
Pringle and Rees (1972) noted the agreement of their torque estimate with the 
observed spin-up rate of Cen X-3, assuming it was a neutron star. Lamb, Pethick, 
and Pines (1973) considered both white dwarfs and neutron stars, and argued on 
the basis of the observed spin-up rates of Cen X-3 and Her X-I that both are 
neutron stars and not white dwarfs. 

Elsner and Lamb (1976) compared the slow-rotator spin-up equation of 
Lamb, Pethick, and Pines with the more detailed P observations then available 
and concluded that agreement was satisfactory for Cen X-3 but not for Her X-I, 
which has a mean rate of change of its spin period about 30-40 times smaller than 
expected for a slow rotator. They argued strongly that the then newly-discovered 
long-period sources are neutron stars. Elsner and Lamb also emphasized the im
portance of the predicted spin-up time scale for slow rotators as a discriminant 
between neutron stars and white dwarfs, pointed out that the torque on fast ro
tators should be smaller, and suggested that this might explain the slow rate of 
change of the spin period of Her X-I. Rappaport and Joss (1977) and Mason 
(1977) compared the larger quantity of P data available by the time they did 
their studies with the accretion torque theory of Lamb, Pethick, and Pines, plot
ting the left side of equation (5.16) against the right side. The results of both 
studies indicated that the theory agrees qualitatively with observation, and that 
the sources considered by these authors are neutron stars accreting from Keplerian 
or near-Keplerian flows. Ghosh and Lamb (1979b) applied their model of disk ac
cretion to nine pulsing X-ray stars and showed that the model was consistent with 
the available P data. Elsner, Ghosh, and Lamb (1980) pointed out that bright 
transient pulsars provide the best opportunity to test accretion torque theories. 
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Recently, Parmar et al. (1988) have analyzed EXOSAT pulse period and 
luminosity data from an outburst of the transient X-ray source EXO 2030+375. 
This source has a pulse period of 42 s and a binary period ",50 days. During the 
outburst, the luminosity declined steadily by an order of magnitude, providing the 
first opportunity for a quantitative test of accretion torque models along the lines 
suggested by Elsner, Ghosh, and Lamb. Parmar et al. find that the dependence 
of P on L is consistent with the GL torque theory, including a negative torque at 
low luminosities. At high luminosities, a fit to a power-law gives -Po:. L1.l6±o.12, 
within 2.50" of the expected relationship -Po:. L6 / 7 0:. LO.86. Recently, Angelini 
(1988) has reported the discovery of quasi-periodic oscillations in this source and a 
broad feature in the power spectrum that she interprets as evidence of the Kepler 
frequency at the inner edge of the accretion disk. If Os and OK(WO) are both 
known, Ws is determined. The observed spin-rate changes can then be compared 
with the torque curve news). Angelini concludes that the results are in satisfactory 
agreement with the GL theory. Future close studies of bright, transient pulsing 
sources will provide more stringent tests of accretion torque theory and guidance 
concerning the physics of the inner disk and the outer magnetosphere. 

6. QUASI-PERIODIC INTENSITY OSCILLATIONS 

During the last few years, relatively narrow peaks at frequencies ~ 1-60 Hz have 
been discovered in power density spectra of X-ray intensity time series from about 
ten luminous compact X-ray sources. Peaks at frequencies ",10-3 to 10-1 Hz have 
been reported in several other compact X-ray sources. The sources displaying 
these quasi-periodic oscillations in intensity (QPOs) are thought to be low-mass 
binary systems in which a neutron star is accreting matter from a companion 
star via an accretion disk (for recent reviews of QPO observations and theory, see 
Lamb 1988b; Stella 1988; van der Klis, van Paradijs, and Lewin 1988; Lamb and 
Priedhorsky 1988). 

These discoveries have created excitement partly because the low-mass X
ray binaries have previously provided so few clues about their nature. The QPOs 
are thought to be produced near the neutron star and hence to provide direct 
evidence of what is happening there. Studying QPO phenomena may therefore 
lead to a much better understanding of the properties of the neutron stars and 
accretion flows in these systems. One particular type of QPO appears to be a 
magnetospheric phenomenon. 

6.1 Types of QPOs 

The intense observational studies that followed the initial discovery of QPOs 
in luminous low-mass X-ray binaries have revealed a variety of power spectra, X
ray spectra, and QPO behavior. As a result of these studies, it seems clear now 
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that there are two or three distinct types of QPOs in low-mass X-ray binaries. 
The types are defined by the properties of the QPO and the X-ray spectrum of 
the source at the time the QPO is observed. 

A key discriminant is the X-ray spectrum of the source. It has recently 
been shown (see Hasinger 1988a; Schulz 1989) that the luminous low-mass X
ray binaries have three distinct spectral states, now called the horizontal branch 
(HB), the normal branch (NB), and the flaring branch (FB). The shape of power 
density spectra of the X-ray intensity time series is also a powerful discriminant, 
as shown schematically for the horizontal and normal branches in Figure 10. A 
steep red noise (SRN) component dominates both HB and NB power spectra at 
frequencies below "-'0.01 Hz. However, in all other respects HB and NB power 
spectra are qualitatively different. HB power spectra show a distinct red noise 
(RN) component, which dominates the continuum power density in the range 
0.1-20 Hz but which falls off approximately exponentially above "-'20 Hz. In NB 
power spectra, this component appears to be weak or absent, except in Sco X-I, 
which has a red-noise-like component that extends up to "-'65 Hz, with a total 
integrated power equivalent to an rms variation in intensity of "-'4%. 

The centroid frequencies of horizontal branch oscillations (HBOs) are "-'20-
60 Hz, whereas the centroid frequencies of normal branch oscillations (NBOs) are 
,,-,5-8 Hz. The flaring branch oscillations (FBOs) in Sco X-I have frequencies 
ranging from ",6 Hz at the lower left of the flaring branch to "-'20 Hz part way 
up the flaring branch. Table X summarizes the properties that are currently 
associated with the horizontal, normal, and flaring branches. A question mark 
indicates uncertainty, either because the property is at present uncertain or be
cause it is well-determined for too few sources to be confident that the results are 
characteristic of the given spectral state. 

This summary of the observations indicates that any model of the horizontal 
branch oscillations should explain the following key properties: 

• The frequency ranges of the oscillations, typically "-'20-60 Hz. 

• The amplitudes of the oscillations, typically "-'3%-7%. 

• The FWHMs of the oscillation peaks, typically "-'0.2-0.6 times the QPO 
frequency. 

• The modest power at overtones of the oscillation frequency, which is typi
cally < 20% of the power at the fundamental (overtones are sometimes seen, 
however). 

• The strong, positive correlation of the oscillation frequency with source in
tensity. 

• The presence of a substantial red noise component in the power spectrum, 
with a total power that varies with the total power in the oscillation peak. 

• The lag of the oscillations at higher X -ray energies, typically by "-' 1 ms. 
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Fig. 10.-Schematic representation of typical horizontal branch (HB) and normal branch 
(NB) power spectra. Note the QPO peaks at 6 Hz in the NB state and at 50 Hz in the HB 
state, the strong red noise (RN) in the HB state, and the steep red noise (SRN) in both 
states. See Hasinger (1988a). 

• The hardness of the oscillation photons, which are harder than typical pho
tons from the source . 

• The weakness of periodic intensity oscillations, which have been shown to 
have amplitudes <10-30 % in many sources and <1 % in GX 5-1, Sco X-I, 
and Cyg X-2 (see Lamb 1988b). 

Any model should also be consistent with the luminosities of the RBO sources, 
which are all near the Eddington limit, and with their X-ray spectra. 

6.2 Beat-Frequency Modulated Accretion Model 

The so-called beat-frequency modulated accretion (BFMA) model was proposed 
as an explanation for what are now known to be horizontal branch oscillations 
(Alpar and Shaham 1985; Lamb et al. 1985; Shibazaki and Lamb 1987). This 
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TABLE X 
Observed Properties of QPO Sources a 

Branch of X-Ray Color-Color Plot 
Source Property Horizontal Normal Flaring 

QPO frequency (Hz) 

Red noise (RN) 

Steep red noise (SRN) 

QPO frequency-X-ray 
intensity correlation 

Energy spectrum 
of QPO photons 

Magnitude and sign 
of QPO phase shift 

aSee Hasinger (1988a). 

""20-60 

Strong 

Present 

Strong, 
positive 

Relatively 
hard 

",,0.2-4ms 
hard lag 

",,5-8 ",,6-20? 

Weak ? 

Present Strong 

Weak, negative Strong, positive 
in Sco X-I in Sco X-I 

Concave Relatively 
upward hard? 

",,80ms ? 
hard lag 

model assumes that the X-ray source is a weakly magnetic neutron star accreting 
matter from a binary companion via a Keplerian disk. The key ideas ofthe BFMA 
model are as follows: 

• The relatively weak magnetic field of the neutron star disrupts the Keplerian 
flow at a radius ro only slightly greater than the radius of the neutron star. 

• The plasma density and magnetic field strength in the boundary layer at ro 
vary with azimuth due to fragmentation and/or instabilities. 

• The resulting density and magnetic field variations and fluctuations orbit 
within the boundary layer at the local Kepler frequency. 

• The interaction of these variations and fluctuations with the rotating mag
netic field of the neutron star causes the accretion rate from the disk to the 
star to vary at the local pattern frequency, which is the beat frequency 

(6.1 ) 

Here no is the mean angular frequency of matter in the boundary layer at 
the inner edge of the disk and nB is the angular frequency of the neutron 
star (see Fig. 11). 

• The resulting quasi-periodic modulation of the accretion rate causes quasi
periodic modulation of the luminosity of the neutron star and hence quasi
periodic modulation of the X-ray intensity seen at infinity. 
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Fig. ll.-Frequency-radius relation in the inner disk (I" > rc) and boundary layer (reo < 
I" < rc), showing the relationship of the mean beat-frequency WB = no - n, to the mean 
orbital frequency no in the boundary layer and the stellar rotation frequency n,. Also 
indicated is the spread !::l.wB in the beat frequencies of plasma orbiting within the boundary 
layer. 

In this model, the interaction of density and magnetic field inhomogeneities orbit
ing in the boundary layer with the rotating magnetospheric field pattern causes the 
accretion rate to the neutron star surface to be modulated at the beat frequency, 
creating a quasi-periodic modulation of the luminosity of the star. 

One strength of the beat-frequency model is that it provides a clear con
ceptual framework and makes possible quantitative predictions of the oscillation 
frequency, frequency range, and frequency-intensity correlation via equation (6.1). 
Moreover, the predicted oscillation frequency agrees with observed HBO frequen
cies for neutron star rotation rates ",,100Hz and magnetic field strengths ,...",109 

G, values expected on the basis of prior evolutionary arguments which suggest 
that the luminous low-mass X-ray binaries are progenitors of the 100 Hz rotation
powered pulsars. The narrowness of the oscillation peaks is explained by the 
narrowness of the boundary layer at 1"0, while the hardness of the HBO photons 
is accounted for by the fact that they are emitted near the surface of the neu
tron star. The relatively strong red noise present in HB power spectra is a direct 
consequence of the density fluctuations in the boundary layer that make no, and 
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Fig. 12.-QPO frequency-intensity correlation observed in G X 5-1 on the horizontal branch 
(data points) and predicted by the simplest version of the beat-frequency model (curve). 

hence the beat frequency, visible. 

The beat frequency increases steeply with increasing accretion rate through 
the boundary layer, due to the decrease in 1'0 and the resulting increase in no. 
Generally speaking, one expects the X-ray intensity to reflect the accretion lumi
nosity and hence the accretion rate through the boundary layer. However, if mass 
leaves the system after passing through the boundary layer, or if there are changes 
in the geometry of the emission region, the shape of the X-ray spectrum, or the 
amount of obscuration, then the intensity I observed in a given X -ray energy range 
may not be strictly proportional to M (Lamb et ai. 1985). 

Suppose I ex Mi3, for example. Then if 1'0 is ex MT, the fundamental 
oscillation frequency will vary with I as 

iQPO = io - is = aP/i3 - is , (6.2) 

where io == no/27r is the mean circular frequency of material orbiting in the 
boundary layer, is == ns/27r is the circular frequency of the neutron star rotation, 
and a is a constant. The logarithmic derivative of the QPO frequency with respect 
to I is then 

_ 8lniQPo ~ ( ,fJ ) ('fJ) 
a = 8 In I ~ 1 - isl io = 1 - Ws • 

(6.3) 

Figure 12 shows that the simplest choices, namely fJ = 1 and, = 0.3, adequately 
describe the HBO frequency-intensity relation in GX 5-1. If the beat-frequency 
model proves correct, fits such as this one can be used to constrain the structure 
of the inner disk and the outer magnetosphere. 
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6.3 Amplitudes of Periodic Intensity Oscillations 

If the magnetic field of the neutron star is strong enough to create a corotating 
magnetosphere near the star, as in the beat-frequency model of HBOs, one ex
pects plasma to be directed preferentially toward the magnetic poles, creating an 
anisotropic radiation pattern. If in addition the magnetic axis is not aligned with 
the spin axis, an observer should see periodic oscillations in the X-ray intensity 
at the rotation frequency of the star, as explained at the beginning of §5. How
ever, as noted in §6.1, careful observations have shown that the amplitudes of 
such oscillations, if present, must be very small. Thus, an important question is 
whether magnetospheric models are consistent with the observed upper limits on 
the amplitudes of periodic oscillations. 

The expectation that QPO sources with magnetospheres will show at least 
moderate-amplitude periodic oscillations is based on experience with canonical 
accretion-powered pulsars. However, experience with accretion-powered pulsars 
may be very misleading in the case of the luminous low-mass X-ray binaries, where 
the dimension of the magnetosphere, the pattern of the accretion flow, and the 
transport of radiation differ in crucial ways from similar processes in accretion
powered pulsars. In fact, if the beat-frequency model of HBOs is correct, the 
intensity variation at the neutron star rotation frequency should be very weak 
(see Lamb et al. 1985; Lamb 1988b): 

• For the ",1038 ergss-1 luminosities observed in the HBO sources and the 
",109 G field strengths expected in the beat-frequency model, the magneto
sphere is small, the radiation back-pressure is very large, and channeling of 
the accretion flow by the stellar magnetic field is likely to be only partially 
effective. 

• As a result of weak channeling, accreting matter is expected to fall over 
a large fraction of the stellar surface, creating a relatively broad radiation 
pattern and relatively weak beaming. 

• The radiation back-pressure may cause accreting matter to fall intermit
tently onto different parts of the stellar surface, producing phase as well as 
amplitude modulation. If so, the peak in the power spectrum at the stellar 
rotation frequency will be significantly broadened. 

• Because the beaming of the radiation produced near the stellar surface is 
relatively weak, gravitational lensing can be effective in reducing the ampli
tude of the oscillations seen by a distant observer, if the star is not rotating 
too rapidly. 

• Multiple scattering of X-ray photons by the relatively dense and widely dis
tributed plasma within the magnetosphere will further broaden and weaken 
the beaming of the emerging X-rays. As a result, the radiation escaping 
from the magnetosphere is expected to be much more isotropic in these 
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stars than in canonical accretion-powered pulsars. 

• Because these neutron star sources are older, the magnetic axis of the neu
tron star may be more aligned with its rotation axis than in canonical 
accretion-powered pulsars. 

• The relatively thick accretion disk expected around the small magnetosphere 
restricts the path for relatively unimpeded propagation of X-rays to di
rections near the rotation axis, where the intensity modulation caused by 
beaming and rotation is inherently weak. 

• If there is a central corona of optical depth "'5-10, as indicated by models 
of the RBO hard lags and horizontal branch X-ray spectra, scattering by 
the corona will reduce still further the amplitude of intensity oscillations at 
the rotation frequency of the neutron star. 

• Detection of periodic oscillations in the RBO sources is made still more 
difficult by the substantial orbital Doppler shifts expected and the fact that 
the orbital period, the semi-major axis of the orbit, and the orbital phase 
of the neutron star are frequently unknown .. 

To amplify the next-to-Iast point, even if the stellar rotation frequency is as low 
as 30 Rz and the beam pattern is purely sinusoidal, the amplitude of intensity 
oscillations outside such a corona will be only ",10-2 times the amplitude at the 
magnetospheric boundary. If instead the stellar rotation frequency is '" 100 Hz and 
the radiation pattern has multiple lobes, the amplitude outside the corona could 
be a fraction ",10-4 or less of the amplitude at the magnetospheric boundary. 
The presence of a central corona does not affect the amplitude of the intensity 
oscillations produced by the luminosity oscillations at the beat frequency, as long 
as the time for photons to escape from the corona is short compared to the os
cillation period. For the central coronae expected in the luminous QPO sources, 
this is the case. 

Although periodic intensity oscillations at the spin frequencies of the QPO 
sources are expected to be very difficult to detect, detection will be crucial in 
resolving two key questions regarding these sources, namely their magnetic field 
strengths and spin frequencies. Until periodic oscillations are found, the magnetic 
fields and spin rates of these neutron stars, and the validity of the beat frequency 
model, will remain in doubt. 

It is a pleasure to thank J.-J. Aly, B. Fortner, G. S. Miller, W. C. Pried
horsky, N. Shibazaki, and G. Zylstra for many fruitful discussions of topics related 
to the subject of these lectures. I am also grateful to H. Ogelman and E.P.J. van 
?en Reuvel for their kind hospitality at the Advanced Study Institute in Qe§me
Izmir. This research was supported in part by NASA grant NSG-7653 and NSF 
grant PRY 86-00377 at Illinois. 
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ABSTRACT. The magnetosphere of a rapidly rotating, strongly magnetized 
neutron star with aligned magnetic and rotational axes (parallel rotator) is mod
elled numerically. Including the radiation of the particles accelerated to relativistic 
energies as an efficient damping mechanism, we obtain a quasi-stationary self
consistent solution to this classical problem. The numerical simulation, which 
was started from the well-known vacuum solution, yields a global magnetospheric 
structure that can be characterized by two regions of oppositely charged particles, 
which eventually produce a relativistic pulsar wind, separated by a vacuum gap of 
considerable extent. 

1. INTRODUCTION 

The problem - fundamental to the physics of pulsars - of determining the global 
structure of the magnetospheres of rapidly rotating strongly magnetized neutron 
stars has not yet been solved self-consistently (for a review cf. Michel 1982), but 
it must be solved before any conclusive interpretation can be given to the large 
amount of detailed experimental data on pulsar radiation (cf. e.g. the contribu
tion by D. Backer in these proceedings). Apart from this reason, it is " ... just 
intolerable that we should not know how a rotating magnetized neutron star comes 
to terms with its environment" (Mestel 1981). 

We concentrate here on the self-consistent modelling of the magnetosphere of 
an aligned rotator, where the rotation axis is parallel to the magnetic axis of the 
neutron star. In this case, the homopolar induction, which should be responsible 
for populating the magnetosphere with charged particles pulled out from the neu
tron star surface via field emission (Goldreich and Julian 1969), can be studied 
in purity, whereas electromagnetic wave effects are neglected. The main questions 
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to be answered are the following: What is the global structure of the electric and 
the magnetic field? How are the charge and current density distributed that pro
duce these fields (together with the star)? Which particle populations exist in the 
magnetosphere? 

2. BASIC EQUATIONS 

2.1. Maxwell and Vlasov Equations 

In the stationary axially symmetric case the electromagnetic fields E and B in the 
pulsar magnetosphere can be described (in cylindrical coordinates p, cp, z) by the 
electrostatic potential <I>(p, z), the magnetic flux function IJ!(p, z) and the poloidal 
magnetic field B<p(p, z): E = -\1<I> and B = (1/ p)\11J! X e<p + B<pe<p. The charge 
density Pe and the current density j determine the electric potential via the Poisson 
equation and the magnetic field via Ampere's law, which here read in suitable units 
such that all quantities are dimensionless: 

b.<I> = -Pe; 

:z (pB<p) = -pjp; 

(la) 

(lb) 

The magnetosphere is formed by a collisionless plasma, in which the particles 
are expected to be extremely relativistic due to the huge electric and magnetic 
fields (the homopolar induction voltage between pole and equator of the neutron 
star is typically of the order 1017 -1018V). The charge and current densities are 
derived from the zeroth and first momentum of the particle distribution function 

Pe = jf(r,p)d3p ; j = J v f (r, p) d3 P , (2) 

where the distribution function f( r, p) is determined by the Vlasov equation 

/3f + ~ [(E + v X B + radiatJon)f] = O. or op dampmg 
(3) 

The velocity v is given by v = p/y'(S2 + p2), where the dimensionless parameter 
s is defined by 

2mc2 

s = B 2n' e oa H 
(4) 

i.e. by the ratio between rest mass energy and homopolar induction energy (Eo is 
the polar magnetic field strength, a is the radius and n is the angular velocity of 
the neutron star). Because typical values for s are extremely small (s ~ -10- 12 for 
electrons, t: ~ 10-9 for protons), the particles are expected to become extremely 
relativistic, since their maximum Lorentz factors should be comparable with 1/lsl, 
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at least if the radiation reaction during phases of acceleration can be neglected. 
Although this is not the case, as will be discussed in the following, it is nevertheless 
convenient to use a scaled Lorentz factor r = c; I that never exceeds unity. 

2.2. Particle Motion in the Limit of Strong Radiation Damping 

Studying the trajectories of particles in realistic pulsar vacuum fields, one can get 
an idea of how strongly the radiation reaction does affect the particle motion. 

The Lorentz-Dirac equation of motion in the Landau approximation (cf. Lan
dau and Lifshitz 1975) can be written (for 1c;1 « 1) as 

. IF v = - . 
r ' 

. 2 2 r = E· v - Dor F (5a) 

with 
F = E + v x B - v (E· v) . (5b) 

The dimensionless damping constant Do, which is defined by 

e2 n 
Do = 67rEo mc3c;3 ' (6) 

characterizes the strength of the radiation reaction. For typical pulsar parameters, 
its value is of the order of Do '" _1014 for electrons, and Do '" 10 for protons. 
Thus, at least for the electrons, the radiation reaction force dominates the particle 
motion. Large values of IDol imply that the factor of Do in (5a) always remains 
very small; this leads us to the assumption, which was confirmed by numerical 
integration of eqs. (5) (cf. Heroldet al. 1985, Herold et al. 1986), that during the 
motion the condition F ~ 0 is fulfilled, which means that the radiation reaction 
is locally minimized along the trajectory. This is a condition for the velocity and 
yields, for given E and B fields 

v = B2! p2 [E x B + ~(E. B)B + PE] (7a) 

with 

p2 = ~(E2 _ B2) + ~ UE2 _ B2)2 + 4(E' B)2] ~. (7b) 

Thereby, we have obtained a local velocity field v = veE, B) and thus a fluid-like 
picture for the particle motions in the magnetosphere. The main characteristics 
of this "damping-free" motion is that the particles try to come to rest in surfaces 
where E . B = O. 

3. NUMERICAL APPROACH AND RESULTS 

Based on these results, the task to determine a self-consistent solution is simpler 
than before, but still difficult due to the great non-linearity of the problem. Our 
approach is based on the idea to start from the vacuum solution and to fill up 
the magnetosphere with the particles that are pulled out from the neutron star 
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surface. This is not a real time-dependent calculation, since we assume that the 
electric field is always described by an electrostatic potential, but for transporting 
the charge with the velocity (7) we need to solve the time-dependent continuity 
equation 

Pe + div(Pe v) = 0 (8) 

and therefore E cannot be omitted in Ampere's law. Thus eqs. (lb) have to be 
replaced by 

( fl- ~~) (pB ) = p(Ojz _ Ojp) . 
pap <p op oz (9) 

[ Actually, for each particle species the corresponding continuity equation is solved 
as the velocity (7a) depends on the particle charge: the sign of the quantity P 
(P = E· v) from (7b) has to be identical to the charge sign. The charge and 
the current density, which enter Maxwell's equations, are calculated by summation 
over both particle species. 1 

In summary, we solve at each time step the elliptic equations (la) with Dirich
let boundary conditions for <I> and IJ! on the star - we assume a homogeneously 
magnetized neutron star - (the change of <I> at infinity has to be derived from Am
pere's law) and equation (9) with the Neumann boundary condition o(pB<p)jor = 
pju on the star's surface, where the simple emission law j = aEIl is assumed. The 
three elliptic equations are solved by successive over-relaxation (SaR) in a vector
izable checkerboard scheme. For the continuity equations an explicit discretization 
in time with 2-dimensional Flux Corrected Transport is used in order to preserve 
steep gradients in the charge density. A more detailed description of our numerical 
methods is given in Ert! (1988). 
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The results described in the following were obtained for a rapid rotator with 
ro = (fla)/c = 0.1 as ratio of stellar radius and light cylinder radius (cf. also Ertl 
et al. 1987). We start with the vacuum fields of an uncharged aligned rotator, 
i.e. an electric quadrupole field and a magnetic dipole field resulting in E . B ~ 0 
everywhere. Therefore, only negative particles can be emitted and then transported 
along the magnetic field lines towards the equator where they accumulate. This 
causes a change in the electric field such that the E . B = 0 surface rises from the 
equator towards the polar field line forcing the negative particles to follow it. As 
soon as E· B > 0 at some part of the star's surface positive particles can enter the 
magnetosphere. 

Figs. 1 and 2 show a snapshot of this initial phase at t = 0.5 (one revolution 
of the star corresponds to t = 271"). The cloud of positive particles has evolved 
to a sizable extent, although the negative charge density still dominates. After 
about one revolution the magnetosphere has developed a structure which already 
resembles the final situation. This quasi-stationary end phase is depicted (after 
35 revolutions) in Figs. 3 - 6, where the charge densities and the contour lines 
of the electrostatic potential and of E . B are shown. One recognizes two regions 
of charged particles (the negative ones in a cone around the polar field line, the 
positive ones around the equatorial plane) separated by a vacuum gap in between. 
(Vacuum gaps in non-selfconsistent models are not new; for a more recent model 
with such a feature, cf. Mestel et al. 1985.) In this vacuum gap the parallel electric 
field Ell = (E· B)/IBI is greatly different from zero (s. Fig. 6), whereas in the 
regions populated with plasma the electric field, which is now totally unsimilar to 
the initial quadrupole (s. Fig. 5), has evolved as to achieve E . B rv 0 there. The 
poloidal magnetic field does not change very much, it remains essentially dipolar. 
The neutron star is now positively charged, and the positive and the negative 
currents out of the star exactly match each other. 

From the velocity fields - which are not shown here - one can conclude 
that the positive particles corotate with the star (to a very good approximation) 
as long as they are inside the light cylinder, but close to the light cylinder they 
lose corotation and stream through a sort of nozzle into the outer parts of the 
magnetosphere forming a radial wind. The velocity of the negative particles is 
dominantly poloidal and, thus, also a negatively charged wind builds up. 

There are still some wave-like fluctuations, especially inside the negative zone, 
which seem to originate from the tendency of the system to make E . B small (or 
even zero) in the plasma regions. This also explains the strange folded structure 
of the E . B = 0 surface and might be an indication that the magnetosphere wants 
to form an extended region with E· B = 0; however, this is difficult to achieve 
with a relativistic particle population. Whether for this end a cool non-relativistic 
plasma population is necessary or whether such fluctuations are a physically real 
part of a quasi-stationary configuration is an open question. Globally, our solution 
represents a stationary structure; for instance, the charges of the star and of the 
magnetosphere remain, in the end phase, constant with great accuracy. 

For the first time in pulsar magnetospheric theory it seems that a stationary 
self-consistent solution for the aligned rotator has been found by a quasi-time
dependent simulation. Detailed diagnostic investigations of this solution, such as 
the calculation of the radiation of the accelerated particles, as well as studies of 
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the parameter dependence (rotation frequeny n, emissivity (J of the neutron star) 
are tasks for the future. 
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ABSTRACT We discuss the effects that electron scattering has on the oscillations 
of an X-ray source. We consider a point source at the center of a spherical cloud 
of radius R and optical depth to electron scattering T. The emission pattern of 
the source and its time variability are assumed to be either isotropic with intensity 
varying sinusoidally in time, or in the form of a c5-function beam rotating uniformly 
about a fixed axis and having intensity constant in time. More complicated source 
emissions and variabilities can be studied by superposing the above forms. We 
present approximate analytic expressions of the variability observed at infinity and 
compare them with accurate Monte Carlo results. Our calculations reveal the 
conditions under which quasi-periodic oscillations (QPO) can be observed from X
ray sources while coherent oscillations at the rotation frequency of the neutron star 
are completely smeared out. 

1. INTRODUCTION 

Consider a point X-ray source at the center of a scattering cloud. Photons that 
are emitted at a given time from the source do not reach an observer at infinity 
simultaneously. This is because not all photons spend the same amount of time 
in the scattering cloud. Some escape unscattered, some are scattered once before 
escape, some twice, and so on. On the average, the more scatterings a photon 
suffers, the more its escape from the cloud is delayed. 

If the source emits isotropically with an intensity which varies sinusoidally in 
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time, then a photon emitted at, say, time tl may suffer many scatterings, while 
another photon emitted at a later time t2 may suffer fewer scatterings and reach 
the observer at the same time as the first photon. Thus, different photon travel 
times in the cloud may result in smearing of the oscillations of the source. 

If the source emission is in the form of a pencil beam rotating about a fixed 
axis and having constant intensity, then electron scattering introduces an additional 
effect that can reduce the amplitude of the oscillations observed at infinity. This is 
the isotropization of the radiation field. If the optical depth to electron scattering in 
the cloud is small, the photons escape unscattered and the observer sees the source 
once per rotation period. However, if the optical depth is large, the direction into 
which a photon escapes is essentially independent of the direction into which it was 
emitted, because of the large number of scatterings that it suffered in the cloud. 
In this case, an observer at infinity sees hardly any variation at all. It should 
be stressed that the isotropization of the radiation field of the beam by electron 
scattering is important for moderate and large optical depths even if the time delay 
in the cloud due to random walk is negligible. 

One motivation for this work has been the foJIowing: Quasi Periodic Oscilla
tions (QPO) have been observed from several bright low-mass X-ray binaries (for 
reviews see Shaham 1989; Lamb and Priedhorsky 1988; Lewin, van Paradijs and 
van der Klis 1988). These sources do not show periodic oscillations at the rotation 
frequency of the neutron star (exception Cen X-3). In the context of the so-caJIed 
Beat Frequency Modulated Accretion (BFMA) model (Alpar and Shaham 1985; 
Lamb et al.1985; Lamb 1986; Shibazaki and Lamb 1987; Lamb 1988) something 
must wash out the periodic oscillations (caused by emission in the form of a beam) 
and leave essentially unaffected the QPO (caused by.modulated accretion). As we 
demonstrate below, electron scattering can do just that. 

Previous work on the subject includes that of Hertz, Joss, and Rappaport 
(1978), Chang and Kylafis (1983), Wang and Schlickeiser (1987), Brainerd and 
Lamb (1987), Kylafis and Klimis (1987). 

In §2 we give a semi-quantitative discussion of the problem, in §3 we present 
the basic formalism, in §4 we derive the basic results, and in §5 we conclude with 
a summary. 

2. SEMI-QUANTITATIVE DISCUSSION 

Consider a point X-ray source at the center of a uniform, spherical cloud of 
radius R and optical depth to electron scattering T ~ 3. We will examine two 
emission patterns of the source. 

2.1 Isotropic Emission 

Let the X-ray source emit isotropicaJIy with an intensity which is varying 
sinusoidally in time with period P. The mean time (t) that a photon spends in the 



733 

cloud due to random walk is 
I R 

(t) = (n)- ~ 0.5r- , 
c c 

(1) 

where (n) ~ 0.5r2 is the mean number of scatterings suffered by a photon before 
escape (Lightman, Lamb and Rybicki 1981), I == R/r is the mean free path, and c 
is the speed of light. Let Ao be the amplitude of oscillations at the source and Aoo 
the corresponding amplitude seen by a distant observer. It is clear that if (t) ~ P, 
the effect of electron scattering on the smearing of the oscillations is negligible and 
one has 

(2) 

However, if (t) » P, we expect that only the photons that did not scatter at all 
will retain memory of the oscillations. In this case, one can write 

Aoo -1' (3) 
Ao ~ e . 

2.2 Beam Emission 

Let the source emit in the form of a a-function beam of constant intensity 10' 
If Ii is the direction of the beam and Ii' is the direction to the observer, then the 
intensity seen by the observer is (Brainerd and Lamb 1987) 

100 1 ( 2 A A') ~ = 411" 1 + 1 + r n . n . (4) 

Thus, if for simplicity we consider a beam rotating with period P in the xy-plane 
and take Ii' along the x-axis, the observed amplitude is 

A - _2_ (5) 
00-1+r' 

plus a c-function contribution e-1' c(Ii - Ii') from the unscattered photons. If it 
happens that (t) ~ P, then Aoo is reduced further. 

3. FORMALISM 

Consider a point source at the center of a scattering cloud emitting isotropically 
with an intensity I(t). Our purpose is to compute the intensity loo(t) observed at 
infinity. 

Let Pn be the probability that a photon emitted by the source escapes after n 
scatterings and let ¢n(t, to) he the distribution of escape times for photons that are 
emitted at time to and scattered n times. The Pn and <Pn obey the normalization 
conditions 

00 

L Pn = 1, 
n=O 

roo ¢n(t, to)dt = 1. 
Jto 

(6) 
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Then, the probability that a photon that was emitted at time to will escape at time 
t is 

00 

G(t,to) = L Pn4>n(t,tO} , (7) 
n=O 

which is the Green's function and is properly normalized. Therefore, if I(t) is the 
intrinsic variability of the source, the variability observed at infinity can be written 
formally as 

Ioo(t) = J~oo G(t, to) I(to) dto . (8) 

4. RESULTS 

Using the above formalism we have derived approximate analytic expressions 
for the amplitude of the oscillations observed at infinity for the two emission pat
terns. 

4.1 Isotropic Emission 

Let the intensity I(t) at the source be 

I(t) = 1 + Aocoswt . 
10 

Then, from equation (8) we have 

Ioo(t) ft . 
10 = 1 + Ao -00 cos wto G(t - to) dto , 

or equivalently 

(9) 

(10) 

Icx;~t) = 1 + Ao Re {eiwt 1000 e-iw(t-to) G(t - to) dt} . (11) 

For a point source, at the center of a uniform spherical cloud of optical depth to 
electron scattering r ~ 3, the probabilities Pn are given by (Lightman, Lamb, and 
Rybicki 1981) 

1 1 fioo y's ese 
Pn = --. . ds, 

3r2 21ft -ioo smh y's 
(12) 

where e == n/3r2• For the probabilities 4>n(t, to) we make the approximation (see 
Kylafis and Klimis 1987 for a justification) 

4>n(t,to) = Cn,c(t-to)/l = Cn,cr(t-to)/R' 

Then, using equation (7) we get 

1 1 fiOO y's eS~ 
G(t,to) = -/---. . y'sds, 

3r R c 21ft -ioo smh s 

(13) 

(14) 
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where ~ == (t - to)/(3rR/c). From equation (14) we conclude that G(t,to) has the 
form of an inverse Laplace transform. In other words, 

hoo 1 rp 
e-P<;G ~ d~ = __ VI' . 

o ( ) 3rR/csinhyfP 

Setting p~ == iw(t - to) in equation (15) we get the desired Fourier transform, 

viw3rR/c 
= 

sinh Jiw3r R/c . 

Combining equations (11) and (16) we get 

Aoo 
Ao 

vlzx 
-r============= + e-r 
Vsinh2 x cos2 x + cosh2 x sin2 x 

(15) 

(16) 

(17) 

where x == V(3/2)wrR/c and the last term in equation (17) has been added by 
hand to account for the unscattered photons. The approximate equality is better 
than 6% for x > 1.3. 

In order to check the accuracy of our analytic expression (17), we also cal
culated the amplitude Aoo by Monte Carlo simulation. In the Figure presented 
here we show for the case of r = 7 the amplitude of the Fourier transform of the 
Green's function (which can be shown to be equivalent to Aoo/Ao) as a function 
of the frequency f of the source variability. The frequency f is measured in units 
of (1/200)(cr / R), where cr / R is the Nyquist frequency. The crosses correspond to 
the analytic expression (17) and the circles to the Monte Carlo result. It is seen 
that expression (17) is quite accurate. 

4.2 Beam Emission 

Consider a c5'-function beam of constant intensity 10 in the xv-plane rotating 
about the z-axis with angular frequency w. The direction of the observer is also in 
the xv-plane. 

It was demonstrated by Kylafis and Klimis (1987) that, to a first approxima
tion, one can take the amplitude observed at infinity to be 

( Aoo) 2 (Aoolbeam = - -- , 
Ao isotropic 1 + r 

(18) 

where the first factor is due to the travel time of the photons in the cloud and is 
given by equation (17) and the second is due to the isotropization of the radiation 
field by electron scattering (see eq. 5). 
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Figure. Comparison of analytic solution (17) and Monte Carlo simulation result 
for the reduction in apparent amplitude of variability of a source in a uniform 
scattering sphere of optical depth T = 7. 

5. SUMMARY 

We have derived approximate analytic expressions for the smearing of X-ray 
oscillations by electron scattering. Comparing equations (17) and (18), we conclude 
that it is possible to smear out the oscillations caused by beaming while leaving the 
oscillations caused by luminosity variation essentially unaffected. 

A uniform, spherical scattering cloud is certainly not a realistic representation 
of the distribution of plasma around a source exhibiting QPO, but the analytic 
results presented here help one draw semi-quantitative conclusions for more realistic 
distributions of plasma. A more sophisticated formalism for treating problems of 
this sort, and results for more realistic scattering clouds will be presented in a 
forthcoming paper (Phinney and Kylafis, in preparation). This work has been 
supported in part by NSF grants AST84-51725 and PHY82-17853. 
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Iterative Scattering Approach to Radiative Transfer 
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Abstract. A solution ofthe coherent radiative transfer problem in two-dimension
al geometries by an Iterative-Scattering-Algorithm (ISA) is presented. The method 
is efficient for optically thin media and can reasonably be applied up to an optical 
depth where the diffusion approximation becomes valid. We treat a simplified 
model of an X-ray pulsar accretion column and compare the results obtained by 
the ISA with both, Monte-Carlo computations and diffusion approximation. 

1. Introduction 

For accretion columns of magnetized neutron stars in X-ray binaries solutions of 
the radiative transfer problem have been given in the diffusion approximation by 
several authors (Nagel 1981, Silant'ev 1982, Kaminker, Pavlov and Shibanov 1983, 
Soffel et al. 1984, Rebetzky et al. 1988). However, in the low energy range where 
a large amount of thermal radiation is emitted the plasma is optically thin and 
the diffusion approximation becomes inaccurate. Therefore, the problem remains 
how to compute correct angle-dependent fluxes in this energy range, especially for 
those energies, where the zero-scattering approximation - only valid in optically 
very thin media - is inappropriate. The algorithm presented here was intended to 
bridge this gap and gives a full solution of the time-independent radiative transfer 
equation. 
For the numerical treatment we developed a computer code for two-dimensional ge
ometries, which was implemented on CRAY-2 and CONVEX supercomputers. As 
a first test of the ISA we have solved the radiative transfer equation for a cylindri
cal column homogeneously filled with an electron plasma and with an isotropically 
radiating base (hot spot). Furthermore, we simplified our model of an "accretion 
column" by using an isotropic cross-section for the photon-electron scattering. The 
reasonable agreement that we have obtained between solutions of the diffusion ap
proximation and the ISA method for our test model for T...L ~ 2 has confirmed our 
expectation that the ISA scheme can sucessfully be applied for realistic models of 
X-ray pulsars. 
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2. The method of successive approximations 

The time-independent equation of coherent radiative transfer for the specific in
tensity I(r,k) (at point r and into direction k) of unpolarized radiation in a 
homogeneous medium can be written as an integral equation 

I(r,k) =Is(r-sok,k)exp{-K(k)so} 

+ rOds f d2k'ascatt(k'--4k)I(r-sk,k')exp{-K(k)s}. (1) 
10 147r 

The scattering and extinction coefficients are denoted by ascatt and K, which are, 
if absorption can be neglected, related by 

K(k) = f d2k'ascatt(k --4 k'). 
141< 

(2) 

The parameter s varies from values 0 to So along the path of integration. Here, 
for simplicity we consider a purely scattering atmosphere which represents no 
restriction for the validity of the ISA method. A solution of eq. (1) can be given as 
an absolutely and uniformly convergent series, each term obtained by an iterative 
procedure: 

I = I(O) + I(1) + I(2) + .. , . (3) 

The zeroth iteration is given by the first term of the Lh.s. of eq. (1) 

I(O)(r,k) = Is(r - sok,k)exp{-K(k)so} (4) 

corresponding to photons which reach the point r unscattered. All higher iterations 
are obtained by the recursive formula 

I(n) (r, k) = ro ds f d2 k' ascatt(k' --4 k)I(n-l)(r - sk, k') exp{ -K(k)s}. (5) 
10 147r 

Here, I(n) is the intensity of n-times scattered photons, which have been scattered 
into direction k in the last scattering process. 

3. Results and discussion 

Based on the method described above our numerical ISA code was developed. As a 
first test we have computed a simplified model of an "accretion column" , which was 
assumed to be cylindrical of radius R = 1 km and height H = 2 km, homogeneously 
filled with a non-moving accretion plasma. The boundary conditions correspond 
to an isotropically radiating hot spot at the bottom of the cylinder and to free 
escape at the top and the mantle of the cylinder. Furthermore, we have used 
an isotropic scattering coefficient with value a scatt = neaTh/41T, where aTh is the 
Thomson cross section and ne the electron number density of the plasma. 
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Fig. 1 shows the escape probabilities of photons versus the number of scatterings 
for a column with transverse optical depth of T J.. = 2. The ratio len) /l(n-I) 

is converging asymptotically to a constant value q. The dashed line indicates 
the geometric sequence 1(0) qn, which represents an upper limit for the escape 
probabilities . 
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Fig. 1: Photon escape probability 
p(i) versus the number of scatter
ings for a column with a trans
verse optical depth of T J.. = 2. 

A comparison between the escape probabilities computed by the ISA and a Monte
Carlo simulation is presented in Fig. 2. The results are in good agreement. For 
each number of scatterings there exists an optical depth where the corresponding 
escape propability reaches its maximum. 
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Fig. 2: Photon escape probabil
ities p(i) as a function of the 
mean free path A = R/TJ... Solid 
lines refer to the ISA method, 
dashed lines to a Monte-Carlo 
simulation. The various curves 
correspond to different numbers i 
of scatterings. 

As one might expect the radiation field obtained by the ISA differs considerably 
from the diffusion solution at the mantle of the cylinder. This is shown in Fig. 3 
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where lines of constant photon densities inside the cylinder are plotted. Note that 
even for a transverse optical depth of Tl. = 2 the diffusion approximation and the 
ISA almost yield the same results close to the center of the column. 

Radius in km 

References 

Fig. 3: Lines of constant photon densities 
in percent of the maximum photon den
sity. Solid lines are calculated with the 
ISA, dashed lines with the diffusion ap
proximation. The transverse optical depth 
is Tl. = 2. 
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Radiative transfer in optically thick plasmas of accretion columns 
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Abstract. A self-consistent time-independent model of accretion columns of 
strongly magnetized neutron stars is presented. The problem of coupled frequency
dependent radiative transfer and hydrodynamics is briefly described. By numer
ically solving the equations we find an upper limit for the mass accretion rate, 
beyond which there are no stationary solutions. Furthermore, it turns out that 
effects of aberration and Doppler shift strongly affect the resulting spectra and 
beaming characteristics. 

1. Introduction 

Radiative transfer and hydrodynamics in accretion columns of neutron stars are 
two coupled problems, which should be solved simultaneously. For optically thin 
plasmas radiative transfer is decoupled from hydrodynamics. We show that in 
optically thick plasmas the radiative transfer is strongly affected by advection and 
adiabatic compression. 
For high accretion rates the radiation pressure is the main reason for the decel
eration of the plasma. This radiation pressure becomes stronger with increasing 
accretion rate. There is a maximal accretion rate Mmax beyond which no station
ary solutions exist. 
For a grey atmosphere the problem of radiation hydrodynamics has been treated 
by several authors (Davidson, 1973; Basko and Sunyaev, 1975; Wang and Frank, 
1981; Herold et al.,1986a). But in the case of a strongly magnetized neutron star, 
the cross sections are strongly frequency dependent (Kirk, 1980; Gnedin et al.,1978; 
Herold et al., 1981; Soffel et al., 1983; Herold et al., 1986b), so that the use of a 
grey atmosphere cannot be justified. One has to solve the frequency-dependent 
radiative transfer problem together with the momentum equation of the plasma. 
We developed a method which allows us to solve the complicated system of integro
differential equations self-consistently. 
In chapter 2 we summarize the main ideas of the diffusion approximation of the 
radiative transfer equation in non-uniformly moving, anisotropic media. In chapter 
3 we present a self-consistent model of an accretion column. 
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2. The diffusion approximation 

The numerical treatment of radiative transfer in optically thick media by solving 
the angle-dependent equation of radiative transfer is extremely computer time 
consuming. One has to make a reasonable approximation, namely the diffusion 
approximation. The diffusion equation has a further advantage : it is easier to 
include the inhomogeneous velocity distribution of the plasma to connect it to 
hydrodynamics. For a detailed derivation see Rebetzky et al., (1988). The resulting 
equation is 

where we introduced the diffusion tensor 

, 1 1 2" 1 A D = - d ko ko A ko 
471" 411" O"so(ko) 

(2) 

In these equations IdO) (ko, vo) is the isotropic part (superscript (0) ) of the specific 
intensity in the comoving plasma frame (all quantities in this frame are denoted 
by a subscript '0') in the direction ko at the frequency Vo, O"sO is the scattering 
coefficient and K,a the angle-averaged absorption coefficient, and (J is the velocity 
of the plasma (only along the magnetic field lines) in units of the velocity of light. 
How is eq.(l) coupled to hydrodynamics? 
To give an answer we have to consider the energy-stress tensor TJll/ and transform 
it into a moving frame by a Lorentz transformation. Neglecting gravitational forces 
and gas pressure, we obtain two coupled energy equations for the stationary case: 

(3) 

(4) 

In this equation F rad, Urad and Prad are the radiation flux, the radiation energy 
density and the radiation pressure, respectively. The second of these energy equa
tions describes the diffusive radiative transfer with an adiabatic compression term 
on the r.h.s .. The momentum equation reads (with Prad = !Urad): 

8v 18urad 
pv- =----

8z 3 8z 
(5) 

Additionally we use pv = const which follows from the continuity equation. The 
equations (3) to (5) describe the frequency-integrated radiation hydrodynamics in 
accretion columns. Equation (4) is formally identical with the frequency-dependent 
diffusion equation (1), and equation (3) is a direct consequence of equation (5). So 
we can use eq.(l) together with eq.(5) to solve the coupled problem of radiative 
transfer and hydrodynamics. 
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3. Self-consistent solutions 

We have solved the problem of frequency-dependent radiation hydrodynamics with 
the following fixed parameters: radius of the accretion column Reol = 1 km, tem
perature of the infalling plasma T = lOB K, radius of the neutron star Rns = 10 
km, magnetic field strength corresponding to nwc = 50 keY. The most interesting 
adjustable parameter is the mass accretion rate M. 
For our calculations we choose a mass accretion rate of M = 1.06· 10-9 M0/yr, 
corresponding to a mass flow pv = 2.2.106 g s-l cm-2 . 
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Fig. 1: Self-consistent mass density profile in the cylinder in units of the infalling 
mass density Po = 1.48.10-4 g cm-3 

Fig. 2: Self-consistent spectra in the plasma frame in several heights (see in the 
figure) 
Fig. 1 shows the self-consistent density field as lines of constant mass density in 
units of the free-fall density. The highest density can be found in the center of 
the column. In Fig. 2 the spectrum in the plasma frame at the mantle of the 
column is plotted. Note that this intensity is a quantity in the plasma frame and 
not observable. In the vicinity of the cyclotron frequency, photons can only be 
found in very small heights above the surface. The reason for that is the strong 
advection effect which becomes dramatic, if rl,81 > 1 where r is the optical depth 
and ,8 the velocity of the plasma in units of c. In the case of a strongly magnetized 
neutron star with nwc = 50 keY the advection effect is expected to be important 
between nw ~ 30 keY and nw ~ 100 keY. We conclude that resonant photons 
can only escape from the accretion column in very small heights, because they 

are pressed down onto the star's surface. The term proportional to va aIaO) lava 
causes a transport of photons in frequency space. Photons gain energy by adiabatic 
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compression. 
We have found an upper limit for the accretion rate, beyond which there are no 
stationary solutions for the coupled problem of radiative transfer and hydrodynam
ics. For first results what may then happen see Wolf et al. (1987). The numerical 
value for this maximum accretion rate is ~ 1.2.10-9 M(o)/yr corresponding to a 
total luminosity of 1030 W (one column). 
As we have already mentioned, the plotted intensities in Fig. 2 are not observable. 
The intensity has to be transformed into the observers frame (see Pomraning, 1974) 

4 (1/)3 4 1(1/, k) = I/o . 10(1/0, ko) (6) 

where 1/ and I/o are the photon frequencies in the observers frame and the plasma 
frame, respectively (see eq. (7) for the frequency transformation law). 
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Fig. 9: Photonflux in the observers frame in the vicinity of the cyclotron line 
Fig. 4: Angle-dependent flux lor several energies (in ke V) 

Fig. 3 shows the resulting flux integrated over the cylinder for several angles {} ({) 
is the angle between the z-axis and the line of sight). For small values of {} the 
cyclotron line is redshifted by about 15 keY ! For a given height in the cylinder the 
dependence of the cyclotron resonance on the angle t'J is given by 

(7) 
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Ec is a function of f3 and thus of the height in the cylinder. Integrating over all 
heights leads to a smearing of the line feature. Finally, in Fig. 4 the angle-dependent 
flux is plotted for some energies in the optically thick region around the cyclotron 
resonance. A large amount of the photons is emitted into angles f} > 90°. The 
reason for that is the strong aberration (a photon escaping with f) = 900 from 
the plasma frame is emitted with f} = 1200 !) combined with the Doppler shift. 
These photons produce a luminous area on the neutron star's surface close to the 
column. Most of the photons in the optically thick energy range cannot be seen 
directly from the column but from this illuminated area around it! This will have 
a strong influence on the pulse shapes, which will be discussed in a future paper. 
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A model for spherically symmetric accretion onto neutron stars 

V. DEMMEL, G. MORFILL, AND H. ATMANSPACHER 

Max-Planck-Instit",t lur extraterrestrische Physik, 8046 Garching, FRG 

Abstract: We present a phenomenological model of spherically accreting neutron 
stars at high mass accretion rates. The radiation and the optically thick plasma 
are described as two interacting fluids. The time evolution of the regarded system 
is calculated by a discrete time iteration map. It is shown, that the neutron star 
in our model may well exceed the Eddington luminosity. 

1. Introduction 

The problem of accretion onto neutron stars in case of high mass transfer rates 
from the companion star is described in a radiation - hydrodynamical framework. 
In order to get information about the observational variable (the X - ray flux), 
one has to solve the equations for the infalling plasma simultaneously with the 
transport equation for the radiation through this medium (see e.g. Rebetzky in 
this volume). The numerical integration of this coupled time dependent nonlinear 
differential equation system is not yet possible. Reducing the degrees of freedom of 
the two interacting systems, plasma and radiation, assuming preferred directions 
of motion of the particles and the photons, one is able to solve the equations of the 
problem numerically. For solutions of the spherically symmetric problem see e.g. 
Klein et al. 1980, Maraschi et al. 1978, Burger and Katz 1980, 1983. 

The qualitative results from these calculations were predicted by Zel'dovich in 
1964. He rederived a simple argument for the luminosity of shells in sphericallly 
symmetric stars first used by Eddington in 1921. In the case of an accreting neutron 
star (NS) there exists an upper limit on the luminosity. As the mass accretion rate 
M increases, so does the radiation pressure slowing down the infalling plasma. The 
energy gain from the conversion of kinetic energy into radiation reaches an upper 
limit. The associated luminosity is called the Eddington luminosity LE : 
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From this we may define an "Eddington mass accretion rate" ME: 
. _ LE _ 17 g 

ME - (GM/R) - 9,47 x 10 ;-

To obtain this value a NS with a radius R = IOkm, and with a mass M = I,4Me!) 
is assumed. The accreting gas is assumed to be fully ionized hydrogen, and the 
interaction between the photons and the plasma is described by Thomson scatte
ring. 

In this paper we describe an accretion model intended for high mass accretion rates 
only (i.e. the plasma has to be optically thick). 

A phenomenological description is given in 2.1, the evolution of the system is cal
culated with discrete time step difference equations in 2.2., and for the parameters 
given in 2.3 we evaluate the dependence of luminosity on the mass accretion rate 
in 3. 

2. The model 

2.1 Phenomenological description 

In our model we assume that the radiation pressure is highest at the NS surface, 
where the accreting gas impacts. In an optically thick situation, we treat radiation 
and plasma as two vertically adjacent fluids in the gravitational field of the NS. 
The radiation pressure decelerates the plasma at a certain distance above the NS 
surface, depending on the mass accretion rate. The decelerated accretion flow 
forms a dense layer. Since this layer has a greater density than the radiation gas, 
such a situation is Rayleigh - Taylor unstable. As a consequence, we can assume 
that the matter will fall down on the surface in large, optically thick clumps. The 
radiation, which is produced on the surface during the impact of these clumps, will 
leave it in "bubbles" of high energy density. These radiation bubbles are able to 
push the plasma above them out, producing" channels" in the accreting material. 
When there are several bubbles around, there is a certain probability, that part 
of the radiation can escape through existing channels. To illustrate how all these 
processes work together, fig. 1 shows a schematic picture of an accreting neutron 
star. 

2.2 The evolution equations 

The time dependent accretion problem can now be formulated in a much simpler 
way. As the radiation and the plasma are bound in bubbles and clumps in the 
vicinity of the surface of the star, the interaction between these two systems is 
reduced to a geometrical problem: We divide the surface of the unstable region, 
which forms a shell around the star, into zones which either contain channels or 
clumps. We then assume the following scenario: 

Clumps will only be formed in the unstable layer where there are no channels. 

Every clump which falls down, creates a radiation bubble. 

Part of the bubbles will produce new channels in the accreting plasma, the 
other part will escape through existing ones. 
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Figure 1: An anisotropically accreting NS, as it is described in the text. The infalling plasma is 
stopped and compressed at a certain height H above the NS. Clumps are formed, which fall down 
and convert their energy into radiation bubbles. These either push the plasma outwards creating 
new channels or escape through existing ones. 

The evolution of the whole system is then described by a deterministic differential 
equation system with the clumps K(t), the bubbles B(t), and the channels G(t) as 
variables (K(t) == B(t)): 

]((t) == !l(G(t),K(t)) 

C(t) == !2 (K(t - T1), G(t)) (2.1) 

G(t) == !s(G(t - T2),G(t - 2T2)' ... ) 
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In these equations the functions Ii describe how the variables are coupled. The 
timescale Tl includes the time for creation of the clumps, their free fall time to 
the surface, and the time the bubbles need to expand to the unstable region. The 
timescale TZ is the mean life time of a channel. 
How can one find the Ii? To simplify the derivation, we make the following as
sumptions: 
(1) We discretise the evolution equations and use the smaller of the timescale Tl 

and Tz as the time step for this discretisation. 
(2) The bubbles and the clumps are assumed to cover an area of the same size at 
the height of the unstable layer. 
(3, The clumps and bubbles (and therefore the channels too) are randomly distri
buted on the unstable surface. 
(4) The bubbles push the accreting material, which lays directly above them, out 
(i.e. there is no compression of the plasma around a channel). 
(5) The clumps are formed spontaneously at the beginning of each timestep. 
(6) The life time of the channels will not be extended by bubbles which escape 
through them. 
As a consequence of (1) the system of differential equations will read as follows: 

KHl = fl(Ci,Ki ) 

CHl = fz(Ki,Ci ) 

Ci = f3(Ci_l,Ci_2'···) 

(2.2) 

The surface area of the unstable region is A = 411"(R + H)2, where R + H is 
the distance from the NS center. IT a is the cross sectional area of a clump, the 
maximum number of clumps which can be formed in a time step i, is N = 1. This 
number will be reduced by the number of channels C, which are present at this 
timestep. Because of (2) and (5) the clumps KHl formed at the time step i + 1 
are given by: 

(2.3) 

Using (3), the probability that a bubble blows a channel is given by P; = (I-ai)ei. 
The factor a takes into account, that a bubble which is formed sufficiently close to 
an existing channel, will escape through it. Hence 

(2.4) 

Because the lifetime TZ of a channel is not equal to the time step we use for the 
iteration, we have to take into account more than one cpannel generation (Le. we 
have to sum over channels present at previous times). 
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Using all these arguments we finally end up with the following one dimensional 
iteration map: 

C. = N(1 - "'"' C. . ~)(1 - a~ )E; Ci _; 
.+1 L..J .-, A A 

j?O 
(2.5) 

The summation over j includes a certain number of previous channel generations, 
which is given by n = f. 

1 

The number of channels varies from timestep to timestep, and can be calculated 
by iterating this map starting with an initial condition 0 ::; Co ::; N. 
Because the map (2.5) does not consider processes of stimulated clump production 
it describes a regular (nonchaotic) behaviour of its temporal evolution. Fig. 2 
shows four different time series with varying numbers of clump generations j + 1. 
Stimulated clump production occurs in the following way (see chapt. 4): Bubbles 
which do not escape through existing channels produce their own channels, and 
in doing so will compress the plasma near these newly formed channels. In these 
regions the rate of clump production is higher than elsewhere, leading to stimulated 
Rayleigh - Taylor instabilities. For n ::; 3 the number of channels vary (after a 
certain relaxation time) between their maximum value and zero. That means, that 
during one time step matter is accreted, and in the following one no accretion 
occurs because the bubbles are pushing the matter away. Because it needs a time 
T2 to fill up the shell of plasma at the height H again, the NS does not radiate 
during this phase. For n. > 3 the oscillations are damped out, and the number of 
channels reaches a stationary solution. 
2.3 The physical parameters 
In order to make our model quantitative, we have to calculate and estimate the 
following parameters: 
(1) Size and mass of the clumps. 
(2) Distance of the unstable region from the neutron star surface H. 
(3) Energy content of the bubbles. 
(4) Time scales Tl and T2 • 

(5) Height over the neutron star surface R1 , where radiation and plasma are de
coupling. 
To determine (1) we use the dispersion relation of the Rayleigh - Taylor instability 
(see e.g. Chandrasekhar 1961), setting the diffusion time of the photons equal to 
the instability growth time scale. This gives us the unstable wavelength which is 
growing fastest. We take that wavelength as the uniform size of a clump. The den
sity of the unstable region is a factor fj higher than the assumed free fall density at 
this height. A clump falling from H to the NS surface converts all its gravitational 
energy into radiation. The radiation pressure decelerates the accretion flow and, 
as mentioned earlier, bubbles may push channels into the plasma loosing all their 
energy in doing so (this defines the height H). Therefore only the bubbles which 
escape through existing channels contribute to the luminosity of the star. 
The time scale Tl is found by using the RT instability, the free fall time of a clump 
from H to the NS surface, and the time the bubbles need to come up to the height 
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H. The lifetime of a channel is assumed to be the free fall time of the plasma from 
the distance Rl to the distance H. 
The decoupling distance Rl is defined by the condition that the optical depth from 
Rl to infinity is smaller than 0.5. 
Our goal is to express all the physical quantities as a function of only one free 
parameter: the mass accretion rate M. This is done by invoking the conservation 
laws (see Morfill et a1. 1988 for further details). 

a) 

b) \ 

J 

c) 

\A~ 
Figure 2: Time series of the iteration map derived in the text. The ordinate is the number of 
channels at a certain time I, while the abscissa represents the time axis. The two different time 
scales are chosen, 80 that 1'2 = fl1'l (a): fI = 3, b): n = 4, c): n = 5, d): n = 6) 

3. Results 
Because there are only two regular modes in the time behaviour of the discrete 
evolution equation (oscillation and stationarity), we can calculate time averages 
very easily. IT we use the number of channels (or dumps), we are able to determine 
the total luminosity of the NS by adding up all the energy of the freely escaping 
radiation bubbles per time unit (see fig.3). 
The main result of our model is the possibility, that the luminosity of the NS may 
exceed the Eddington limit for mass accretion rates ME ~ 2.6. The dumpiness of 
the accretion flow due to instability processes allows the system to release radiation 
in a more effective way than the simple models (see introduction) predict. 
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Figure 3: The luminosity of the NS in units of the Eddington luminosity as a function of the maaa 
accretion rate in units of the Eddington maaa accretion rate. The dotted line shows the luminosity 
of the NS if no interaction of the photons and the plasma is as8umed loc M (this is only true for 
M<:l). 

4. Future work 
As mentioned earlier we have not investigated the stimulated production of clumps. 
This process leads to a back reaction of clump formation at a given time on that 
occuring some time later (delayed effect). Before trying to derive the coresponding 
evolutionary equation system, we first simulate our model on a computer. Our 
goal is to investigate whether such a description leads to a chaotic variation of the 
luminosity, as it was seen in accreting system like Her X-I (see H. Atmanspacher 
et al. in this book) 
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